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Foreword

A smart civil structure integrates smart materials, sensors, actuators, signal processors, 
communication networks, power sources, diagonal strategies, control strategies, repair 
strategies and life-cycle management strategies to perfectly perform any preset functions 
under normal environment and to confidently preserve the safety and integrity of the civil 
structure during extreme events. However, smart civil structures defined above have not 
been completely realised, and a good knowledge and understanding of smart civil structures 
have not been widespread among university students and practising engineers. One of the 
reasons is that there is no book, to my knowledge, that addresses this topic comprehensively 
and systematically, although a few books on either structural vibration control or structural 
health monitoring can be found in the market. In anticipation that the rapid development in 
smart materials, sensing technology, control technology, robotics technology, information 
technology, computation simulation and life-cycle management will eventually overcome 
the challenging issues in realisation of smart civil structures, a comprehensive book, like 
this, on the subject covering not only the fundamental knowledge but also the state-of-the-
art developments will certainly facilitate learning and preparation of students and engineers 
to face the challenges posed by the smart civil structures of tomorrow.

Dr. You-Lin Xu, the first author of this book, has conducted teaching, research and con-
sultancy work in the fields of structural vibration control and structural health monitoring 
for more than 30 years. He was engaged in wind-induced vibration control of tall buildings 
using tuned liquid column dampers in Australia from 1989 to 1995. Dr. Xu has also been 
involved in the structural health monitoring of the Tsing Ma suspension bridge in Hong 
Kong since 1995, the Stonecutters cable-stayed bridge in Hong Kong since 2003 and the 
Shanghai Centre, a tall building 632 m high in Shanghai, since 2010. Both the Stonecutters 
Bridge and the Shanghai Centre have been equipped with not only a structural health moni-
toring system but also a structural vibration control system, although the two systems are 
separately designed. Dr. Xu, in my opinion, is at the right stage of his career with the distin-
guished academic and professional background to synthesise his research into a comprehen-
sive and exhaustive book. I am confident that this book will inspire researchers to pursue 
new methodologies and innovative technologies for the realisation of smart civil structures 
and it will be very well received both in academia and design practice.

Tsu Tech Soong
SUNY Distinguished Professor Emeritus
State University of New York at Buffalo

Buffalo, New York
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Preface

Civil structures provide very fundamental means for a society, and the failure of civil struc-
tures could be catastrophic not only in terms of losses of life and economy, but also subse-
quent social and psychological impacts. The safety and serviceability of civil structures are 
therefore basic elements of a civilised society and a productive economy, and they are also 
the ultimate goals of engineering, academic and management communities. However, many 
civil structures in-service are under continuous deterioration and in fact defective owing 
to many factors such as man-made and natural hazards. In the past three or four decades, 
structural vibration control technology and structural health monitoring technology have 
been developed and incorporated into some important civil structures to enhance their func-
tionality, safety and resilience. Structural self-repairing technology and structural energy 
harvesting technology have also been explored to improve their durability and adaptability. 
Nevertheless, these technologies have mostly been applied separately, even though they need 
similar hardware devices such as sensors, signal processors and communication networks.

With the recent rapid development in smart and bio-inspired materials, sensing technol-
ogy, control technology, robotics technology, information technology, computation simula-
tion and life-cycle management of infrastructure, it is time to integrate the aforementioned 
technologies together to create smart civil structures that can mimic biological systems with 
smart self-sensing, self-adaptive, self-diagnostic, self-repair and self-powered functions to 
perform any intended functions under the surrounding environment and to preserve the 
safety and resilience of the structures during strong winds, severe earthquakes and other 
extreme events. However, there is no book on the market suitable for graduate students and 
practising engineers, although a few books on either structural health monitoring or struc-
tural vibration control have been published in recent years. This is the original incentive of 
the authors in writing the present book to introduce the fundamentals to the state-of-the-art 
topics in smart civil structures.

This book is organised into three parts: elements in smart civil structures, integration 
for smart civil structures, and functions of smart civil structures. Part I contains five chap-
ters covering the basic elements in a smart civil structure: civil structures, smart materials, 
sensors and sensory systems, control devices and control systems, and processors and pro-
cessing systems. Part II includes Chapters 6 through 11 on the integration for smart civil 
structures. Several important issues are addressed: multi-scale modelling of civil structures, 
system identification and model updating, multi-type sensor placement, structural control 
theory, control device placement and collective placement of control devices and sensors. 
Part III of the book has nine chapters concerned with various functions of smart civil struc-
tures, which include structural damage detection, structural vibration control, the synthesis 
of structural health monitoring and vibration control, the synthesis of energy harvesting and 
structural vibration control, the synthesis of energy harvesting and structural control and 
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health monitoring, the synthesis of structural self-repairing and health monitoring and the 
synthesis of structural life cycle management and health monitoring.

The first author has conducted teaching, research and consultancy works in the fields 
of structural vibration control and structural health monitoring for more than 30 years. 
He has fortunately been involved in long-term collaborative research and practice with the 
Hong Kong Highways Department since 1995 for the structural health monitoring of the 
Tsing Ma suspension bridge and the Stonecutters cable-stayed bridge in Hong Kong. He has 
also been favourably engaged in the structural performance monitoring of the Shanghai 
Center, a tall building of 632 m high in Shanghai, together with Tongji University. Both the 
Stonecutters Bridge and the Shanghai Center have been equipped with not only the struc-
tural health monitoring system but also the structural vibration control system, although 
the two systems are separately designed. The second author obtained his PhD degree from 
Hunan University, China, in 2012. He has then worked together with the first author as a 
postdoctoral fellow at the Hong Kong Polytechnic University on the synthesis of structural 
health monitoring and vibration control. Most importantly, both authors have been inspired 
by the work of many outstanding scholars and engineers in the past years, and we would 
like to dedicate this book to them.

In writing the book, the authors are always reminded that the book mainly serves as a 
textbook for graduate students and practising engineers to understand smart civil structures 
and straddle the gap between theoretical research and practical applications. The readers 
are assumed to have some background in structural analysis, structural dynamics, prob-
ability theory and random vibration.

We would be very happy to receive constructive comments and suggestions from readers.

You-Lin Xu  and Jia He 
The Hong Kong Polytechnic University 



xxv

Acknowledgements

The writing of this book has been a challenging and time-consuming task that could not 
have been completed without the help of many individuals. We are grateful to many people 
who helped in the preparation of this book.

A few PhD students, former and present, at The Hong Kong Polytechnic University or 
Harbin Institute of Technology (Shenzhen Graduate School) participated in some research 
works presented in this book: Professor Wen-Shou Zhang, Professor Bo Chen, Dr. Wai-
Shan Chan, Dr. Chi-Lun Ng, Dr. Juan Zhang, Dr. Xiao-Hua Zhang, Dr. Zhi-Wei Chen, 
Dr. Qin Huang, Dr. Wen-Ai Shen, Dr. Yue Zheng, Dr. Feng-Yang Wang, Dr. Chao-Dong 
Zhang, Dr. Jing-Hua Lin and Miss Yi-Xin Peng.

Several colleagues and research staff, former and present, at The Hong Kong Polytechnic 
University made contributions to some research works described in this book: Professor 
Wei-Lian Qu, Professor Jun Teng, Professor Zhi-Chun Yang, Professor Jing Chen, Dr. Bin 
Li, Dr. Zhe-Feng Yu, Dr. Ting-Ting Liu, Dr. Qi Li, Dr. Yong Xia, Dr. Song-Ye Zhu and Mr. 
Sheng Zhan.

In particular, the considerable parts of Chapters 3, 5, 7 and 12 in this book are from the 
book Structural Health Monitoring of Long-Span Suspension Bridges  written by the first 
author of this book and Dr. Yong Xia, and the substantial part of Chapter 16 in this book 
is written by Dr. Song-Ye Zhu and Dr. Wen-Ai Shen, to which the authors of this book are 
grateful.

We have been influenced by the work of many outstanding scholars and researchers in 
this field, and most of their names will be found in the reference list attached to each chap-
ter. Particularly, the book Smart Structures: Analysis and Design  written by Srinivasan 
and McFarland in 2001 is a main reference book for Chapter 2 of this book, and the book 
Smart Structures: Innovative Systems for Seismic Response Control  written by Cheng et al. 
in 2008 is a main reference book for Chapter 4 of this book. Section 16.3.4 of Chapter 16 
briefly introduces the works of Jung et al. (2012), McCullagh et al. (2014) and Elvin et al. 
(2003). Sections 18.3 through 18.6 of Chapter 18 summarise the works of Ł ukowski and 
Adamczewski (2013), Kuang and Ou (2008), Kim et al. (2009) and Adam and Smith (2007). 
We are grateful for their contributions to this book.

We would also like to acknowledge Professor Ian F.C. Smith of É cole polytechnique 
Fé dé rale de Lausanne and Dr. Imran Rafiq of University of Brighton, who reviewed the pro-
posal of this book, and their comments led to a much better presentation of the materials.

Our work in this research area, some of which has been incorporated into the book, 
has been largely supported by the Hong Kong Research Grants Council, The Hong Kong 
Polytechnic University, The Natural Science Foundation of China and the Hong Kong 



xxvi Acknowledgements

Highways Department over many years. All the support is gratefully acknowledged. A vote 
of thanks must go to Mr. Tony Moore, senior editor at CRC Press, for his patience and 
encouragement from the beginning and during the preparation of this book, and to Ms. 
Ariel Crockett and Ms. Teresita Munoz for their patience and scrutiny in the editing of this 
book.

Finally, we are grateful to our families for their help, encouragement and endurance.



xxvii

Authors

You-Lin Xu is Chair Professor of the Department of Civil and Environmental Engineering, 
and Dean of the Faculty of Construction and Environment at The Hong Kong Polytechnic 
University. He is the first author of Structural Health Monitoring of Long-Span Suspension 
Bridges , also published by CRC Press.

Jia He was a Postdoctoral Fellow at the Department of Civil and Environmental Engineering 
of the Hong Kong Polytechnic University, focusing on smart civil structures through the 
synthesis of structural health monitoring and vibration control. He is now an Associate 
Professor of the College of Civil Engineering, Hunan University, China.



Part I

Elements in smart civil structures

Part I of this book includes Chapters 1 through 5. The background materials and the neces-
sity, definition and historical developments of smart civil structures are given in Chapter 
1. Chapter 2 introduces various smart materials used in smart civil structures. Chapters 3 
through 5, respectively, introduce three important modules in a smart civil structure: sen-
sors and sensory systems, control devices and control systems, processors and processing 
systems.



3

Chapter 1

Introduction

1.1 CIVIL STRUCTURES

A structure is an assembly that serves an engineering function. Civil structures refer to civil 
engineering structures or structures in civil engineering. Typical examples of civil structures 
are buildings, bridges, towers, stadiums, tunnels, dams, roads, railways and pipelines. Civil 
engineering is a professional engineering discipline that deals with the design, construction 
and maintenance of civil structures to fulfil different functions. Civil structures are omni-
present in every society, regardless of culture, religion, geographical location or economic 
development (Glišić and Inaudi 2007). It is difficult to imagine a society without buildings, 
roads, railways, bridges, tunnels, dams and power plants.

The most common civil structures are buildings, which serve several needs within society 
such as shelter from weather, security, privacy, to store belongings and to comfortably live 
and work. Buildings come in a variety of shapes, sizes and functions. In terms of size, there 
are low-rise buildings, multi-story buildings and high-rise (tall) buildings. In terms of func-
tion, there are residential, commercial and industrial buildings. In terms of materials used, 
there are timber buildings, brick and stone buildings, steel buildings, concrete buildings and 
composite buildings. Due to rapid urbanisation and limited land resources in modern cities, 
tall buildings have been constructed in the past several decades. The structural systems of 
buildings have also dramatically developed and evolved. The basic components of a building 
include a vertical load resisting system, a horizontal load resisting system, a floor system, 
structural joints and energy dissipation systems (Khan et al. 1980). Figure 1.1 shows the top 
five tallest buildings in the world: Burj Khalifa (829.8 m), Shanghai Tower (632 m), Abraj Al 
Bait Towers (601 m), One World Trade Center (546.2 m) and CTF Finance Center (530 m).

Bridges are an extremely important civil structure for modern transportation systems. 
They are designed and constructed to give people or moving vehicles the ability to span 
physical obstacles such as a body of water, a valley or a road. Bridges can be categorised into 
several groups according to their different structural systems, for example, arch bridges, 
beam bridges, truss bridges, cantilever bridges, tied arch bridges, suspension bridges and 
cable-stayed bridges. Due to their unique force transforming mechanism, suspension bridges 
and cable-stayed bridges can be built with a long span. Figures 1.2 and 1.3 give the top five 
longest suspension bridges and cable-stayed bridges in the world, respectively.

Towers are another widely used civil structure and are usually tall and slender. They are 
specifically distinguishable from ‘buildings’ in that they are not built to be habitable but to 
serve other functions, such as television and radio broadcast, power transmission, scenery 
observation and so forth. Figure 1.4 shows the top five tallest towers for television, sight-
seeing or both in the world: Tokyo Skytree (634 m), Canton Tower (600 m), CN Tower 
(553.3 m), Ostankino Tower (540.1 m) and Oriental Pearl Tower (468 m). Power transmis-
sion towers are normally not very high but with the demand for high-voltage electric power 
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transmission, the tallest power transmission tower has reached a height of 370 m, as shown 
in Figure 1.5.

Stadiums are a place or venue usually used for outdoor sports, concerts or other events. 
Although different sports or events require fields of different sizes and shapes, stadiums 
basically consist of a flat field or stage either partly or completely surrounded by a tiered 
structure allowing spectators to stand or sit. The scale or size of a stadium is usually mea-
sured by its capacity, which refers to the maximum number of spectators it can normally 
accommodate. The top five largest stadiums in the world (see Figure 1.6) are the Rungrado 
May Day Stadium, Michigan Stadium, Beaver Stadium, Estadio Azteca and the AT&T 
Stadium, with a capacity of 150,000, 109,901, 107,282, 105,064 and 105,000 spectators, 
respectively.

All civil structures sustain loads while they fulfil their functions. These loads can be 
static, such as self-weight, or dynamic, such as wind, seismic and vehicle loads, or transi-
tory, such as impact loads caused by an explosion. Civil structures are also exposed to a 
harsh environment, such as acid rain and humidity. Once built, they deteriorate with time. 

(a) (b) (c)

(d) (e)

Figure 1.1   The top five tallest buildings in the world: (a) Burj Khalifa (829.8 m), located in Dubai, United Arab 
Emirates (2010); (b) Shanghai Tower (632 m), located in Shanghai, China (2013); (c) Abraj Al Bait 
Towers (601 m), located in Mecca, Saudi Arabia (2012); (d) One World Trade Center (546.2 m), 
located in New York, USA (2014); and (e) CTF Finance Centre (530 m), located in Guangzhou, 
China (2014). (From (a) https://en.wikipedia.org/wiki/Burj_Khalifa; (b) https://en.wikipedia.
org/wiki/Shanghai_Tower; (c) http://www.shutterstock.com/subscribe?clicksrc=full_thumb; 
(d)  http://vizts.com/one-world-trade-center/one-world-trade-center-the-tallest-building-in-the-
us/; (e) https://www.flickr.com/photos/bsterling/23557209723/.)

http://vizts.com/one-world-trade-center/one-world-trade-center-the-tallest-building-in-the-us/
https://en.wikipedia.org/wiki/Shanghai_Tower
https://www.flickr.com/photos/bsterling/23557209723/
http://vizts.com/one-world-trade-center/one-world-trade-center-the-tallest-building-in-the-us/
http://www.shutterstock.com/subscribe?clicksrc=full_thumb
https://en.wikipedia.org/wiki/Shanghai_Tower
https://en.wikipedia.org/wiki/Burj_Khalifa
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(c) (d) (e)

(b)(a)

Figure 1.2   The top five longest suspension bridges in the world: (a) Akashi Kaikyō  Bridge (main span 1991 
m), located in Kobe-Awaji island, Japan (1998); (b) Xihoumen Bridge (main span 1650 m), located 
in Zhejiang, China (2009); (c) Great Belt Bridge (main span 1624 m), located in Korsø r-Sprogø , 
Denmark (1998); (d) Yi Sun-sin Bridge (main span 1545 m), located in Gwangyang-Yeosu, South 
Korea (2012); and (e) Runyang Bridge (main span 1490 m), located in Jiangsu, China (2005). (From (a) 
https://en.wikipedia.org/wiki/Akashi_Kaikyō _Bridge; (b) http://www.thinkstockphotos.com/image/
stock-photo-xihoumen-bridge-zhoushan-zhejiang-province/166844481; (c) https://en.wikipedia.org/
wiki/Great_Belt_Fixed_Link; (d) http://www.iabse.org/IABSE/association/Award_files/Outstanding_
Structure_Award/Yi_sun-sin_Bridge.aspx; (e) https://ssl.panoramio.com/photo/85220018.)

(a) (b)

(c) (d) (e)

Figure 1.3   The top five longest cable-stayed bridges in the world: (a) Russky Island Bridge (main span 
1104 m), located in Vladivostok, Russia (2012); (b) Sutong Bridge (main span 1088 m), located 
in Jiangsu, China (2008); (c) Stonecutters Bridge (main span 1018 m), located in Hong Kong, 
China (2009); (d) Edong Bridge (main span 926 m), located in Hubei, China (2010); and (e) 
Tatara Bridge (main span 890 m), located in Japan (1999). (From (a) http://www.panoramio.
com/photo/92738785; (b) http://www.thinkstockphotos.com/image/stock-photo-suspension-
bridge/518706498; (c) https://en.wikipedia.org/wiki/Stonecutters_Bridge; (d) http://www.hssjtj.
gov.cn/xwllm/zwdt/jttj/201401/t20140124_214587.htm; (e) http://www.thinkstockphotos.com/
image/stock-photo-tatara-ohashi-bridge/460474319.)

http://www.thinkstockphotos.com/image/stock-photo-tatara-ohashi-bridge/460474319
http://www.hssjtj.gov.cn/xwllm/zwdt/jttj/201401/t20140124_214587.htm
http://www.panoramio.com/photo/92738785
http://www.iabse.org/IABSE/association/Award_files/Outstanding_Structure_Award/Yi_sun-sin_Bridge.aspx
http://www.thinkstockphotos.com/image/stock-photo-xihoumen-bridge-zhoushan-zhejiang-province/166844481
http://www.thinkstockphotos.com/image/stock-photo-tatara-ohashi-bridge/460474319
http://www.hssjtj.gov.cn/xwllm/zwdt/jttj/201401/t20140124_214587.htm
https://en.wikipedia.org/wiki/Stonecutters_Bridge
http://www.thinkstockphotos.com/image/stock-photo-suspension-bridge/518706498
http://www.thinkstockphotos.com/image/stock-photo-suspension-bridge/518706498
http://www.panoramio.com/photo/92738785
https://ssl.panoramio.com/photo/85220018
http://www.iabse.org/IABSE/association/Award_files/Outstanding_Structure_Award/Yi_sun-sin_Bridge.aspx
https://en.wikipedia.org/wiki/Great_Belt_Fixed_Link
http://www.thinkstockphotos.com/image/stock-photo-xihoumen-bridge-zhoushan-zhejiang-province/166844481
https://en.wikipedia.org/wiki/Akashi_Kaiky%C5%8D_Bridge
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To ensure the functionality, safety and sustainability of civil structures, an understanding of 
loading conditions and environments around civil structures is essential.

1.2 LOADING CONDITIONS AND ENVIRONMENTS

Owing to their specific functions, different civil structures sustain different types of loads 
and are located in unique environmental conditions. Only the most common loading condi-
tions and environments are described in this section.

1.2.1 Dead loads

Dead loads are those acting on the structure as a result of the weight of the structure itself 
and the components that are permanent fixtures on the structure. Dead loads are charac-
terised as having magnitudes and positions. Examples of dead loads are the weight of the 

(a)

(d) (e)

(b) (c)

Figure 1.4   The top five tallest towers in the world: (a) Tokyo Skytree (634 m), located in Tokyo, Japan (2012); 
(b) Canton Tower (600 m), located in Guangzhou, China (2010); (c) CN Tower (553.3 m), located 
in Toronto, Canada (1976); (d) Ostankino Tower (540.1 m), located in Moscow, Russia (1967); 
and (e) Oriental Pearl Tower (468 m), located in Shanghai, China (1994). (From (a) http://www.
thinkstockphotos.com/image/stock-photo-tokyo-sky-tree/499620453; (b) http://www.iba-bv.
com/tvt01.html; (c) http://www.thinkstockphotos.com/image/stock-photo-cn-tower/483465910; 
(d)  https://en.wikipedia.org/wiki/Ostankino_Tower; (e) http://www.thinkstockphotos.com/
image/stock-photo-oriental-pearl-tower-in-shanghai/533351850.)

http://www.thinkstockphotos.com/image/stock-photo-oriental-pearl-tower-in-shanghai/533351850
http://www.iba-bvcom/tvt01.html
http://www.thinkstockphotos.com/image/stock-photo-tokyo-sky-tree/499620453
http://www.thinkstockphotos.com/image/stock-photo-oriental-pearl-tower-in-shanghai/533351850
https://en.wikipedia.org/wiki/Ostankino_Tower
http://www.thinkstockphotos.com/image/stock-photo-cn-tower/483465910
http://www.iba-bvcom/tvt01.html
http://www.thinkstockphotos.com/image/stock-photo-tokyo-sky-tree/499620453
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structural members themselves in a building, such as beams and columns, the weight of the 
roof structures, floor slabs, ceilings and permanent partitions, and the weight of the fixed 
service equipment. The dead loads associated with the structure can be determined if the 
materials and sizes of the various components are known (West 1993). Standard material 
unit weights, such as those given in Table 1.1, are used for calculating the dead loads.

(a) (b)

Figure 1.5   Power transmission towers: (a) an example of a common power transmission tower and (b) the 
tallest power transmission tower (370 m, located in Zhejiang, China, 2009). (From (a) http://www.
thinkstockphotos.com/image/stock-photo-power-transmission-lines/542198042; (b) http://www.
alibaba.com/product-detail/zsst-370-Meter-River-Crossing-High_209385425.html.)

(c) (d) (e)

(a) (b)

Figure 1.6   The top five largest stadiums in the world: (a) Rungrado May Day Stadium (150,000 people), 
located in Pyongyang, North Korea (1989); (b) Michigan Stadium (109,901 people), located 
in Ann Arbor, Michigan, USA (1927); (c) Beaver Stadium (107,282 people), located in State 
College, Pennsylvania, USA (1960); (d) Estadio Azteca (105,064 people), located in Mexico 
City, Mexico (1966); and (e) AT&T Stadium (105,000 people), located in Texas, USA (2009). 
(From (a) https://en.wikipedia.org/wiki/Rungrado_1st_of_May_Stadium; (b) http://www.istock-
photo.com/photo/university-of-michigan-school-spirit-gm458466515-15631123?st=2d3b5bb; 
(c) http://greentour.psu.edu/sites/stadium.html; (d) http://www.shutterstock.com/pic-
186717815/stock-photo-mexico-city-march-exterior-of-azteca-stadium-in-mexico-city-on-
march-azteca.html?src=3Ckp6wkmdS79lAewnD_gbQ-1-0; (e) https://en.wikipedia.org/wiki/
AT%26T_Stadium)

https://en.wikipedia.org/wiki/AT%26T_Stadium
http://www.alibaba.com/product-detail/zsst-370-Meter-River-Crossing-High_209385425.html
http://www.thinkstockphotos.com/image/stock-photo-power-transmission-lines/542198042
https://en.wikipedia.org/wiki/AT%26T_Stadium
http://www.shutterstock.com/pic-186717815/stock-photo-mexico-city-march-exterior-of-azteca-stadium-in-mexico-city-on-march-azteca.html?src=3Ckp6wkmdS79lAewnD_gbQ-1-0
http://www.shutterstock.com/pic-186717815/stock-photo-mexico-city-march-exterior-of-azteca-stadium-in-mexico-city-on-march-azteca.html?src=3Ckp6wkmdS79lAewnD_gbQ-1-0
http://www.shutterstock.com/pic-186717815/stock-photo-mexico-city-march-exterior-of-azteca-stadium-in-mexico-city-on-march-azteca.html?src=3Ckp6wkmdS79lAewnD_gbQ-1-0
http://greentour.psu.edu/sites/stadium.html
http://www.istock-photo.com/photo/university-of-michigan-school-spirit-gm458466515-15631123?st=2d3b5bb
http://www.istock-photo.com/photo/university-of-michigan-school-spirit-gm458466515-15631123?st=2d3b5bb
https://en.wikipedia.org/wiki/Rungrado_1st_of_May_Stadium
http://www.alibaba.com/product-detail/zsst-370-Meter-River-Crossing-High_209385425.html
http://www.thinkstockphotos.com/image/stock-photo-power-transmission-lines/542198042
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1.2.2 Live loads

In a general sense, live loads are considered to include all the loads on the structure that are 
not classified as dead loads. However, it has become common to narrow the definition of live 
loads to include only loads that are produced through the construction, use or occupancy of 
the structure and not to include environmental or dead loads (West 1993). Live loads, where 
the dynamic nature has significance because of the rapidity with which change in position 
occurs, are called moving loads.  Typical moving loads are highway loads and railway loads 
on bridges, which will be introduced separately. Live loads, in which change occurs over an 
extended period of time, are referred to as movable loads.  Examples of movable loads are 
stored materials in a warehouse and occupancy loads in a building. Occupancy live loads for 
buildings are usually specified in terms of the minimum values that must be used for design 
purpose. For more details on these minimum values, the reader can refer to the standard 
guidelines published by the American Society of Civil Engineers (ASCE 2010).

1.2.3 Wind loads

Wind load is one kind of environmental load acting on a structure. Wind load is particularly 
important for long-span bridges, high-rise buildings and large-scale spatial structures. In the 
early 1960s, Davenport established the Alan G. Davenport Wind Loading Chain (see Figure 
1.7) and stated clearly that the wind-resistant design of structures should be performed 
through five links: wind climate, terrain effects, aerodynamic effects, dynamic structural 
responses and structural design criteria (Davenport 1961). A full description of the wind 
loading process crosses several scientific disciplines. It relies on an adequate description of 
wind climate from meteorological observations. It also requires an understanding of atmo-
spheric boundary layers, in which wind speed and direction variation, turbulence, wind and 
terrain interaction is studied in detail.

Table 1.1  Unit weights of typical building materials

Material Unit weight (kN/m 3  ) 
Aluminium 25.9
Brick 18.9

Concrete
Reinforced with stone aggregate 23.6
Block, 60% void 13.7
Steel, rolled 77.0

Wood
Fir 5.0–6.9
Plywood 5.7

Source:  Data from West, H.H., Fundamentals of Structural Analysis , 
Wiley, New York, 1993.

Wind climate
Dynamic 
structural 
responses

Structural design 
criteriaTerrain effects Aerodynamic 

effects

Figure 1.7  The Alan G. Davenport wind loading chain.



Introduction 9

Wind pressures and wind loads on building surfaces are influenced by many factors, such 
as wind speed and direction, turbulence intensity, the shape of the building and the sur-
rounding natural terrains or man-made structures. For the design of low-rise buildings, the 
traditional approaches to the determination of wind loading assume that wind pressures act 
in a steady fashion. This is convenient in that it allows the appropriate coefficients of wind 
pressures to be estimated from wind tunnel tests under a uniform steady velocity (Robertson 
et al. 1980). Generally, wind pressures act inward on the windward side of a building and 
outward on most other sides and most roof surfaces. Special concentrations on the outward 
force, due to aerodynamic lift, occur at building corners and roof edges, particularly at over-
hangs (Taranath 2009). The overall building structure should be designed for supporting 
members or components to form a continuous load path to resist the outward and inward 
wind pressures.

In the case of long-span suspension bridges, as an example, strong wind may induce 
instability and excessive vibration. Wind effects on bridges are mainly due to static forces 
induced by mean winds, buffeting excitation, self-excitation and vortex-shedding excita-
tion. These types of instability and vibration may occur alone or in combination (Cai and 
Montens 2000). The buffeting action on a long-span suspension bridge is caused by fluctuat-
ing winds that appear within a wide range of wind speeds. In the wind resistance design of 
a long-span suspension bridge, the buffeting responses are normally dominant to determine 
the size of the structural members. In addition to the buffeting action, the self-excited forces 
induced by wind–structure interaction are also important because the additional energy 
injected into the oscillating structure by self-excited forces increases the magnitude of vibra-
tions. The buffeting response prediction can be performed in both the frequency domain 
(Davenport 1962; Scanlan 1978) and the time domain (Bucher and Lin 1988; Chen et al. 
2000). Flutter instabilities may occur in several types at very high wind speeds as a result 
of the dominance of self-excited aerodynamic forces. Flutter instabilities always involve 
torsional motions, and the most common consideration of the flutter for a long-span suspen-
sion bridge is the coupled translational–torsional form of instability. In the design stage, a 
critical flutter speed of the bridge is determined and will exceed, by a substantial margin, 
the design wind speed of the bridge site at the deck height (Holmes 2007). Vortex-shedding 
excitation can induce significant, but limited, amplitude of vibration of a long-span suspen-
sion bridge in low wind speed and low turbulence conditions. Scanlan’s model can be used 
for calculating the vortex-shedding force (Simiu and Scanlan 1996). Notably, for large-scale 
cable-supported bridges (including cable-stayed bridges), appropriate wind tunnel tests are 
usually required to simulate the wind environment, determine the wind characteristics and 
examine the responses of the bridge to various winds. Further details on wind loads can be 
found in Xu (2013).

1.2.4 Earthquake loads

An earthquake is defined as the ground vibration induced by a sudden release of strain 
energy accumulated in the crust and upper mantle (Robertson et al. 1980). Due to vari-
ous types of mechanisms of energy release and the complexity of the ground constitution, 
observed earthquakes on and near the ground surface show apparently random and com-
plex motions. In a region prone to earthquakes, the earthquake-induced ground motion 
(e.g. El-Centro earthquake as shown in Figure 1.8) would generate very large inertia 
forces, known as seismic forces , on a structure, which probably results in the deficiency, 
damage or even collapse of the structure. During the construction of the Akashi Kaikyo 
Bridge, the Kobe earthquake, which occurred in 1995, caused a 1 m movement of the 
bridge towers.
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It is known that the seismic force is proportional to the mass of the structure and is dis-
tributed in proportion to the structural mass at various levels. According to the AASHTO 
Load and Resistance Factor Design specification (AASHTO 2005) published by the 
American Association of State Highway and Transportation Officials (AASHTO), earth-
quake loads are specified as the horizontal force effects and are given by the product of 
the elastic seismic response coefficient and the equivalent weight of the superstructure, 
and divided by a response modification factor. The elastic seismic response coefficient is 
a function of the acceleration coefficient determined from the contour map of the region 
or nation, period of vibration and site coefficient. It has become more common to use the 
theories of structural dynamics to analyse a structure subjected to time-dependent earth-
quake motions.

1.2.5 Highway loads

When a bridge carries a highway, the bridge is subject to a variety of non-stationary loads 
due to motorcycles, cars, buses, trucks and heavy goods vehicles. Highway loadings are 
rather complicated. The effect of highway loadings on a bridge is a function of several 
parameters, such as the axle loads, axle configuration, gross vehicle weight, number of 
vehicles, speed of vehicles and bridge configuration. The bridge responses under highway 
loadings can be analysed using the moving load model (Timoshenko et al. 1974), the mov-
ing mass model (Blejwas et al. 1979) and the advanced vehicle–bridge interaction models 
with consideration of the road roughness (Yang and Lin 1995; Cheung et al. 1999). In the 
AASHTO (2005) specification, Highway Load ‘93’ or HL93 is adopted as the vehicular 
live loading of highway bridges, which is a combination of a design truck or a design 
tandem and a design lane load. The AASHTO design truck is shown in Figure 1.9. The 
axle spacing between the two 145 kN loads can be varied between 4.3 and 9.0 m to cre-
ate a critical condition for the design of each location in the structure. The AASHTO 
design tandem consists of two 110 kN axles spaced at 1.2 m apart. The transverse spac-
ing of wheels shall be taken as 1.8 m. The design lane load is equal to a load of 9.3 kN/m 
uniformly distributed over a 3 m width. In Eurocode 1 (2003), the normal highway load 
model comprises a tandem axle system acting in conjunction with a uniformly distributed 
load. Traffic running on bridges produces a stress spectrum, which may cause fatigue. 
Fatigue load models of vertical forces are defined in Eurocode 1 (2003) and the AASHTO 
(2005) specification.
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Figure 1.8  Time history of El-Centro earthquake.
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1.2.6 Railway loads

When a bridge carries railways, the bridge is subjected to the moving loads of railway 
vehicles, which include the vertical forces of railway vehicles, the longitudinal forces from 
acceleration or deceleration of vehicles, the lateral forces caused by irregularities at the 
wheel-to-rail interface and the centrifugal forces due to track curvature. Figure 1.10 sche-
matically shows a standard eight-car train running on the Tsing Ma Bridge in Hong Kong. 
Railway vehicles vary greatly with respect to weight, number of axles and axle spacing. This 
variability requires a representative live load model for design that provides a safe and reli-
able estimation of the characteristics of railway vehicles within the design life of the bridge 
(Unsworth 2010). For both bridge safety and vehicle comfort assessment, the interaction 
between the railway vehicles and the bridge is important (Frý ba 1996). In the design of rail-
road bridges, the Cooper E80 load (AREMA 1997) is the most common design live load. 
It consists of a series of point loads simulating locomotive wheels, followed by a uniformly 
distributed load of 14.6 kN/m.

1.2.7 Impact loads

Impact loads that are applied over a very short period of time have a greater effect on the 
structure than would occur if the same loads were applied statically. The manner in which 
a load varies with time and the time over which the full load is placed on the structure will 
determine the factor by which the static response must be increased to obtain the dynamic 
response. This increase is normally expressed by the use of an impact factor.

35 000 N
4300 mm 4300 – 9000 mm

145 000 N

1800 mm600 mm General
300 mm Deck overhang

Design lane 3600 mm

145 000 N

Figure 1.9   Design truck in AASHTO load and resistance factor design. (From Xu, Y.L. and Xia, Y., Structural 
Health Monitoring of Long-Span Suspension Bridges,  Spon Press, Oxford, UK, 2012.)
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Figure 1.10  Configuration of a train running on the Tsing Ma Bridge.
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According to the AASHTO (2005), all bridge components in a navigable waterway cross-
ing, located in design water depths not less than 600 mm, must be designed for vessel impact. 
The vessel collision loads should be determined on the basis of the bridge importance and 
the characteristics of the bridge, vessel and waterway. In AASHTO (2005), the head-on ship 
collision impact force on a pier is taken as a static equivalent force. In Eurocode 1 (2006), a 
dynamic analysis or an equivalent static analysis is suggested for inland waterways and sea 
waterways.

1.2.8 Temperature effects

Every structure is subjected to daily and seasonal environmental temperature effects (or 
thermal effects) induced by solar radiation and ambient air temperature. The variation in 
temperature of structural components will cause movements and, usually, thermal stress 
due to indeterminacy and non-uniform distribution of temperature. This is particularly true 
for large-scale civil structures with various materials involved. The temperature effects on 
a structure are dependent on the temperature distribution, the structural configuration and 
boundary conditions and the material mechanical properties of the structure. The local 
climatic conditions, structural orientation, structural configuration and material thermal 
properties will affect the structural temperature distribution, which may be divided into 
three patterns: a uniform temperature, a linearly varying temperature gradient and a nonlin-
ear temperature gradient. Generally, a uniform temperature pattern will result in a change 
in length for an unrestrained structure. The linearly varying temperature gradient will pro-
duce a curvature of the element. The nonlinear temperature gradient will result in self-
equilibrated stresses, which have no net load effect on the element. Thermal effects have 
been studied for a relatively long time. Particularly, in recent years, with the development of 
structural health monitoring (SHM) technologies, field monitoring of the effect of tempera-
ture on bridge performance and structural vibration properties (e.g. frequencies, damping 
ratios and mode shapes) has been widely carried out (Xia et al. 2006, 2011, 2012; Li et al. 
2008; Xu et al. 2010; Zhou et al. 2011).

1.2.9 Corrosion

Corrosion is the deterioration of a metal that results from a reaction with the environment. 
This reaction is an electrochemical oxidation process that usually produces rust. In bridges, 
corrosion may occur in structural steels, reinforcing bars and strands in cables. Corrosion of 
the reinforcing steel is considered to be the primary contributor to the deterioration of high-
way bridge decks (Mark 1977). For protection against corrosion, structural steels must be 
self-protecting or have a coating system or cathodic protection. Reinforcing bars in concrete 
components must be protected by epoxy, galvanised coating, concrete cover or painting. 
Pre-stressing strands in cable ducts are usually grouted against corrosion.

1.3 MATERIALS USED IN CIVIL STRUCTURES

Over human history, structures have evolved in both their forms and the materials used to 
construct them. Pre-modern structures were built with natural materials such as stones, 
bricks, timbers and bamboo. The preference for a particular material to the others was 
often dictated by factors including local availability, natural environments and cultural 
considerations. The Great Wall and the Zhaozhou Stone Arch Bridge in China are good 
examples of these structures. In addition to the use of natural materials, another aspect of 
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these structures is that they were in general not engineered using scientific principles. Most 
natural materials are brittle materials, which under normal conditions of use are not only 
much weaker in tension than in compression but also have a tendency to fail abruptly by 
cracking or splintering.

To date, various types of materials for civil structures have come about and the most 
widely used ones are steel and concrete. Modern steel and concrete structures are charac-
terised by the use of high-strength, man-made materials and engineering designs based on 
modern scientific principles. Steel is utilised in a variety of types and forms, such as huge 
H-columns or small nails and screws, in almost every building in modern society. Some dis-
tinguishing properties, such as high tensile strength and ductility, make steel a very desirable 
structural material. The two major disadvantages of steel for civil structures are its rapid 
heat gain and the resultant loss of strength when exposed to the intense heat of a fire, and 
its corrosion when exposed to moisture or corrosive conditions. Several techniques can be 
employed to handle these shortcomings such as painting or coating. Concrete is a mixture 
of cement, sand, gravel, crushed rock and water. Water reacts with cement in a chemical 
reaction known as hydration , which sets the cement with other ingredients into a solid mass 
with high compression strength. It is known that concrete is quite strong in compression 
but it is very weak in tension. In the practical application of concrete structures, ordinary 
or pre-stressed steel bars are often placed in the tension zone to compensate for this weak-
ness. There are also many other commonly used materials for civil structures, such as wood, 
masonry and so forth. Detailed descriptions of these materials can be found in various 
books (e.g. Chen and Lui 2005; Gupta 2011).

Based on the use of the aforementioned materials, enormous civil structures, including 
bridges, buildings, tunnels, pipelines, dams and many others, have been built and have 
provided the most essential living conditions for a modern society. The current approach is 
to design the structures with sufficient strength to withstand loads and with the ability to 
deform in a ductile manner. However, such designed structures often have limited capacity 
owing to a few factors. First, these structures rely on their inherent material damping to 
dissipate dynamic energy. Nevertheless, the damping of common structural materials, such 
as steel or reinforced concrete, is small. Second, once the materials for civil structures are 
selected and used for construction, the capacity of these structures in terms of load resis-
tance and energy dissipation is fixed. Thus, they cannot adapt to sudden or abrupt changes 
of environmental excitations, such as strong earthquakes or extreme winds, which means 
damage would probably occur in the component or structural level during the construction 
or in-service. Third, these civil structures suffer from the problem of deterioration far beyond 
that initially expected. Therefore, structural engineers should be responsible not only for the 
design of a structure, but also for its construction and maintenance to ensure the healthy 
life of the structure and prolong its life span whenever required. Several advanced materials 
with higher stiffness or more flexible property, for example, high-strength concrete (Aı  ̈ tcin 
2003; Shaha and Ribakovb 2011), fibre-reinforced polymer (FRP) materials (Bakis et al. 
2002; Teng et al. 2003; El-Hacha and Soudki 2013), and so forth, have been developed and 
employed for strengthening or retrofitting of civil structures.

1.4 DESIGN, CONSTRUCTION AND MAINTENANCE

The role of design is to create a structure that fulfils its specific needs over a specified ser-
vice time with the appropriate level of safety and functionality. The engineering design 
process encompasses much more than structural design (West 1993). During the conceptual 
design stage, the specific needs of a structure are identified and the objectives are carefully 
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articulated to meet these needs. During the preliminary design stage, key decisions should 
be made regarding the positioning of the structure, the structural form to be used and the 
manner in which the structural components are to be connected. The construction and fab-
rication aspects must also be considered at this stage because in many cases, the most severe 
loading conditions occur during construction. The results of the preliminary design stage 
constitute a starting point for the final design stage. In the final design stage, greater care 
shall be taken. The loads are determined with greater accuracy than was necessary during 
the preliminary design, and all plausible loading conditions and combinations are consid-
ered. The structural analysis that is required for this stage must be carried out with great 
precision. The results of the final design stage are encapsulated in a set of complete design 
drawings accompanied by written specifications. In most countries, the limit state design  
is adopted in the national standards of structural engineering, which requires structures to 
satisfy a set of performance criteria when the structure is subjected to specific loads. The 
ultimate limit state and serviceability limit state are two principal criteria. To satisfy the 
ultimate limit state, the structure must not collapse when subjected to the peak design load. 
To satisfy the serviceability limit state criteria, a structure must remain functional for its 
intended use subject to routine loading.

The goal of the construction stage is to bring into existence the structure which was 
described in the final design stage. Figure 1.11 shows the Tsing Ma Bridge in its two dif-
ferent construction stages, that is, the main towers under construction and the bridge con-
struction completed. The procedure of construction depends on many factors, such as the 
complexity of the structural system, on-site condition and so forth. Taking a long-span sus-
pension bridge as an example, the construction of such a bridge basically involves sequential 
construction of the following components: the towers and cable anchorages, main cables 
and deck structure. The role of the structural engineer is vital here, as is evidenced by the 
large number of structural failures that occur during construction.

After construction is completed, structures are constantly subjected to aggressive envi-
ronmental conditions and begin to deteriorate. The maintenance of structures is important 
to ensure the functionality and safety of the structures during their specified lifetime. The 
first step in maintenance management is to analyse and identify the deteriorating mecha-
nisms and to indicate the areas susceptible to damage. Next, the prediction of the time-
dependent structural performance is given with the consideration of the identified sources 
of deterioration. The predicted structural performance profile is subsequently used, along 
with supplementary information such as the cost of interventions, performance thresholds 
and the effect of maintenance on the structural performance, to find the optimum types and 
time intervals of inspection, monitoring and maintenance. Optimum intervention schedul-
ing can be performed with various objectives, some of which may conflict. This usually 
requires the formulation of computationally intensive multi-criteria optimisation problems 

(a) (b)

Figure 1.11   Two stages of the Tsing Ma Bridge in the construction procedure: (a) main towers under con-
struction and (b) bridge construction completed.
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and a robust optimisation algorithm. After obtaining the optimum inspection, monitoring 
and/or maintenance schedule that best suits the management goals, the final step is to apply 
the proposed plan to the investigated structure.

Taking long-span suspension bridges as an example, the frequency, scope and depth of 
the inspection of bridges can be determined by the bridge owners according to age, traffic, 
known deficiencies, bridge performance and so forth. A suspension bridge requires a field 
inspection team led by a qualified professional engineer or certified inspector. The regular 
inspection interval should not exceed two years. For concrete members, common inspection 
defects include cracking, scaling, delamination, corrosion and scour. For steel and metal 
members, common defects include corrosion and cracks, especially fatigue cracking. Both 
visual and physical examination are commonly employed for inspection. Destructive and 
non-destructive testing techniques, such as acoustic emissions, computed tomography, ultra-
sonic and infrared, are also available.

Inspection reports are required to establish and maintain a bridge history file. The find-
ings and results of a bridge inspection must be recorded, preferably on standard inspection 
forms. In the Pontis bridge management system (Thompson et al. 1998), approximately 
120 basic elements are required for inspection. Each element is characterised by discrete 
condition states, describing the type and severity of element deterioration. Pontis uses a 
Markovian deterioration model to predict the probability of transitions among the condi-
tion states each year. For each state, available actions and associated costs are defined. 
Network optimisation is performed to minimise expected life-cycle costs while keeping the 
element beyond risk of failure.

Maintenance measures include preventative procedures and corrective procedures 
(NYDOT 1997). Planned preventative procedures at appropriate regular intervals can 
significantly reduce the rate of deterioration of critical bridge elements. Cyclical preven-
tative maintenance procedures include cleaning, sealing cracks, sealing the concrete deck 
and concrete substructures, replacing the asphalt wearing surface, lubricating bearings and 
painting steel. Corrective procedures are performed to remedy existing problems. These 
mainly include repairing the asphalt wearing surface, repairing the concrete deck, repairing 
or replacing joints, steel members, bearings and concrete substructures, as well as repairing 
erosion or scour.

A life-cycle cost consists of not only the initial design and construction costs, but also 
those due to operation, inspection, maintenance, repair and damage consequences during a 
specified lifetime (Frangopol and Messervey 2007). However, it is noted that as the ageing 
and deterioration of existing bridges dramatically increase, the current and future needs for 
bridge maintenance face a major and difficult challenge due to insufficient available funds 
(Frangopol and Messervey 2007; Frangopol and Liu 2007).

1.5 NECESSITY OF SMART CIVIL STRUCTURES

Civil structures are fundamental to society, and the failure of these structures could be cata-
strophic not only in terms of the loss of life and economy, but also the subsequent social and 
psychological impacts. The safety and serviceability of these civil structures are therefore 
basic elements of a civilised society and a productive economy, and also the ultimate goals 
of engineering, academic and management communities. However, many civil structures in 
service are under continuous deterioration and are, in fact, defective owing to many factors 
such as man-made and natural hazards. The American Society of Civil Engineers estimated 
that between one-third and one-half of infrastructures in the United States are structurally 
deficient, and the investment needs about US$1.6 trillion over a 5 year period (ASCE 2005). 
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Due to the economic boom, a huge number of large-scale and complex civil structures such 
as long-span bridges, high-rise buildings and large-space structures, have been constructed 
in China during the past 20 years. However, according to other countries’ experiences, 
enormous cost and effort will be required for the maintenance of these structures and for 
safeguarding them from damage over the next 20 years (Chang et al. 2009).

1.5.1 Structural health monitoring technology

SHM technology provides a better solution for the problems concerned (Glišić and Inaudi 
2007; Ç atbaş  et al. 2013; Ettouney and Alampalli 2012; Xu and Xia 2012; Farrar and 
Worden 2013). SHM technology is based on a comprehensive sensory system and a sophis-
ticated data processing system implemented with advanced information technology and 
structural analysis algorithms (see Figure 1.12). The main objectives of SHM are to monitor 
the loading conditions of a structure, to assess its performance under various service loads, 
to verify or update the rules used in its design stage, to detect its damage or deterioration 
and to guide its inspection and maintenance (Aktan et al. 2000; Ko and Ni 2005; Jiang 
and Adeli 2005; Brownjohn and Pan 2008; Xu 2008). For example, a long-span suspension 
bridge is often located in a unique environment. Design loads for a suspension bridge mainly 
include dead load, traffic load, temperature load, wind load and seismic load. Except the 
dead load, which can be determined from the design with a higher accuracy, other loads 
are usually based on design standards or measured from scaled models in laboratories, 
which may not fully represent the actual loads on each unique bridge. In addition, idealistic 
laboratory conditions cannot offer the realistic loading environment that a bridge is located 
in. Moreover, the loading may vary from time to time (e.g. the traffic conditions). With 
a well-designed sensory system, various types of loadings on-site can be directly or indi-
rectly measured and monitored. Although numerical analysis and laboratory experimental 
techniques have been extensively developed and employed, their accuracy in predicting the 
structural responses is limited due to idealistic assumptions used in the mathematical models 
and the size effect of the scaled physical models. For example, scaled models in wind tunnels 
for a long-span suspension bridge have a much smaller Reynolds number than the practical 
one so laboratory results must be used with great caution. By contrast, an SHM system can 
provide prototype bridge responses which can be employed to accurately evaluate the bridge 
performance and physical condition. Structural design usually adopts some assumptions 
and parameters, particularly for long-span bridges and skyscrapers, the geometry of which 
is beyond design standards. These assumptions need to be verified through on-site structural 
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Figure 1.12  The composition of SHM system.
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monitoring. The results from SHM can also provide more accurate evidence for designing 
other structures in the future and updating earlier design specifications.

Civil structures are exposed to natural and man-made hazards, such as typhoons, strong 
earthquakes, flood, fire and collisions. Failure of civil structures can be catastrophic. 
Through the online SHM system, structural responses are monitored continuously and a 
possible abnormality can be detected in the early stages, preventing the potential collapse of 
the structure and loss of lives. Traditional structural maintenance and management strate-
gies (such as maintenance methods and inspection frequencies) are mainly based on experi-
ence. An SHM system can provide the holistic, realistic and latest condition of the structure 
so the inclusion of an SHM system can significantly improve the efficiency of life-cycle 
management (LCM) (Okasha et al. 2011). Moreover, the knowledge obtained from an SHM 
system can give a clear indication of the current condition of the structure under investiga-
tion and provide useful information that can be used to update the performance prediction 
models (Zhu and Frangopol 2013; Soliman and Frangopol 2014). This updated performance 
prediction will result in updated intervention schedules. Therefore, LCM with the integra-
tion of SHM information should be able to help decision makers to make rational and accu-
rate decisions regarding the structures under consideration.

1.5.2 Structural vibration control technology

Although civil structures are designed conservatively according to modern codes and speci-
fications, they still fail on a large scale during strong winds, earthquakes and tsunamis. 
Typical examples include the Northridge earthquake in 1994, the Kobe earthquake in 1995 
(see Figure 1.13a), the Chi-chi earthquake in Taiwan in 1999, Hurricane Katrina in 2005 
(see Figure 1.13b), the Wenchuan earthquake in Sichuan in 2008 and the Tohoku earth-
quake and tsunami in 2011. Each event caused the loss of many lives and billions of US 
dollars of damage. The poor performance of civil structures under severe hazards can be 
attributed to the unpredictability of these hazards because traditionally designed structures 
have deterministic capacities of load resistance and energy dissipation. These structures are 
actually passive and cannot adapt to ever-changing dynamic loadings and environments.

To withstand stronger loadings or harsher environments, structural vibration control 
(SVC) technology has been developed. SVC implements energy dissipation devices or con-
trol systems in structures to reduce excessive structural vibration, increase human comfort 
and prevent catastrophic structural failure due to strong winds, severe earthquakes and 
other disturbances. SVC can also be used to retrofit historic buildings and structures and to 

(a) (b)

Figure 1.13   The failure of civil structure under natural disasters: (a) Kobe earthquake and (b) Hurricane 
Katrina. (From (a) https://en.wikipedia.org/wiki/File:Hanshin-Awaji_earthquake_1995_343.jpg; 
(b) https://en.wikipedia.org/wiki/Hurricane_Katrina.)

https://en.wikipedia.org/wiki/Hurricane_Katrina
https://en.wikipedia.org/wiki/File:Hanshin-Awaji_earthquake_1995_343.jpg
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enhance structural functionality and safety against natural and man-made hazards. By and 
large SVC can be classified into four types: (1) passive control, (2) active control, (3) hybrid 
control and (4) semi-active control (Housner et al. 1997). 

A passive control system does not require an external power source. Passive control 
devices impart forces that are developed in response to the motion of the structure.

An active control system is one in which an external source powers control actuators that 
apply forces to the structure in a prescribed manner (Soong 1990). These forces can be used 
to add and dissipate energy in the structure. In an active feedback control system, the signals 
sent to the control actuators are a function of the response of the system measured with 
physical sensors. The active control system has the advantages of enhanced control effec-
tiveness, adaptability to ground motion, selectivity of control objectives and applicability to 
various excitation mechanisms. An essential feature of active control systems is that exter-
nal power is required for the control action. This makes such systems vulnerable to power 
failure, which is always a possibility during a strong earthquake. The basic configuration of 
an active control system includes three types of elements: a sensor, an actuator (also known 
as a damper ) and a predetermined control algorithm (see Figure 1.14). 

A hybrid control system is typically defined as one that is achieved by a combination of 
passive and active control techniques. With two control techniques in operation, hybrid 
control systems can alleviate some of the restrictions and limitations that exist when each 
system is acting alone. As a result, they surpass passive and active systems, and higher levels 
of performance may be achievable. Additionally, the hybrid control system can be more 
reliable, more economical and smaller external power is required as compared with a fully 
active system, although it is also often somewhat more complicated. Significant attention 
has been paid to the research on hybrid control systems since the 1990s, and much progress 
has been made (e.g. Cheng et al. 1994; Yang et al. 1995; Branicky et al. 1998; Soong and 
Spencer 2000; Yang and Agrawal 2002).

A semi-active control system generally originates from a passive control system, which has 
been subsequently modified to allow for the adjustment of mechanical properties. According 
to presently accepted definitions, a semi-active control device is one that cannot inject 
mechanical energy into the controlled structural system (i.e. including the structure and the 
control device), but has properties that can be controlled to optimally reduce the responses 
of the system (Housner et al. 1997). Consequently, in contrast to active control devices, 
semi-active control devices do not have the potential to destabilise the structural system. A 
semi-active damper system consists of sensors, a control computer, a control actuator and 
a passive damping device. The excitation and/or the corresponding structural responses are 
measured by sensors, and then processed by a control computer based on the predetermined 
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Figure 1.14  The basic configuration of the active control system.
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control algorithm. A control signal will subsequently be sent to the actuator to adjust the 
behaviour of the passive device. Notably, the actuator is used to control the behaviour of 
the passive damper instead of directly providing force onto the structure. Therefore, the 
external energy required for a semi-active damper system is usually orders of magnitude 
smaller than for active systems, and, for example, many can operate on battery power. This 
is one of the most attractive features of semi-active control systems because during seismic 
events the main power source to the structure may fail but such systems could still work in 
this situation.

1.5.3 Definition of smart civil structures

Smart civil structures are defined as civil structures that can mimic biological systems with 
self-sensing, self-adaptive, self-diagnostic, self-repair and self-powered capacities to perform 
any intended functions and to preserve the safety and integrity of the structures during 
strong winds, severe earthquakes and other extreme events. Therefore, a smart civil struc-
ture will have the ability to sense, measure, process and diagnose at critical locations any 
change in selected variables and to command appropriate action using its own power. In this 
regard, a smart structure shall contain sensors, actuators, signal-conditioning electronics, 
computers, diagonal strategies, control strategies and a power supply. Some of these ele-
ments may be made of smart materials, which can adapt themselves to changes in both the 
structure and its environment.

Civil structures equipped with SHM systems or SVC systems are called partially smart 
structures  because the structure with an SHM system has self-sensing and self-diagnostic 
abilities whereas the structure with an SVC system has self-sensing and self-adaptive abili-
ties. Although SHM and SVC both require sensors, signal transmission and data acquisi-
tion, processing and analysis for their practical implementation, the two have generally 
been treated separately. Clearly, it is not cost-effective to separate them if a civil structure 
requires both vibration control and health monitoring. Such separation also hampers the 
development of smart structures. The authors believe that smart civil structures will involve 
four systems: (1) SHM system, (2) SVC system, (3) structural self-repairing (SSR) system 
and (4) structural energy harvesting (SEH) system. The SHM system is capable of automati-
cally sensing and collecting information on a structure, evaluating structural performance, 
detecting structural deficiencies or damages, predicting remaining lifetime and providing 
references to decision makers/engineers for maintenance and management. The SVC system 
has the ability to mitigate the impact of potentially dangerous events such as collisions, 
earthquakes or typhoons. The excessive structural responses caused by natural and man-
made hazards can be significantly reduced with the aid of an SVC system. 

With the onset of structural defects and damages, such as the initiation of a crack in con-
crete or corrosion of steel, the SSR system could be activated by the SHM system to prevent 
the development of structural damages and recover structural capacity. Smart civil struc-
tures have the potential to be independent from external power sources for their required 
operations. This self-powering capacity can be implemented by equipping the structure with 
an SEH system, in which some kinds of energy such as kinetic energy, solar energy or ther-
mal energy from the environment and surrounding system are extracted and converted to 
usable electric energy. 

It is worth noting that in these smart civil structures, the aforementioned four element 
systems should be working closely rather than separately (see Figure 1.15). For example, 
the signals obtained from the SHM system can be used not only for damage identification 
and performance assessment but also as feedback for the SVC system for vibration attenu-
ation. By employing the SEH system, the thermal energy created in the SVC system can be 
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scavenged and converted to electric energy, which can then power the sensors in the SHM 
system. It can be anticipated that the four element systems, working synergistically and 
reacting together, will create truly smart civil structures.

1.6 HISTORICAL DEVELOPMENTS OF SMART CIVIL STRUCTURES

The research on the aforementioned four element systems for civil structures has been actively 
carried on for many years, and much progress has been made. Also, great efforts have been 
made regarding the application of these systems in real civil structures. Nevertheless, the 
research and application of these element systems are often conducted separately without 
integration. Only very recently, the synthesis of two or more element systems on a small 
structure has been put forward.

Various forms of SHM systems have been implemented in civil structures for a few 
decades, but it has only rapidly developed in the past two decades with the aid of high-speed 
computer-based systems for providing timely data processing and information management. 
The majority of monitoring exercises on buildings and towers have been aimed at improv-
ing the understanding of loadings and responses, including those induced by earthquakes 
and strong winds. For example, three tall buildings in Chicago have been equipped with 
monitoring systems to compare their wind-induced responses measured by a global posi-
tioning system (GPS), and accelerometers with predictions made using wind tunnels and 
finite element models and discrepancies have been identified (Kijewski-Correa et al. 2006). 
Brownjohn and Pan (2008) compared data from a decade of monitoring a 280 m office 
tower in Singapore with design code requirements for both wind and seismic effects, show-
ing that the code provisions for both types of loadings are very conservative. Earlier studies 
have reported that more than 150 buildings in California, more than 100 buildings in Japan 
and more than 40 buildings in Taiwan have strong motion monitoring systems for seismic 
excitation/response measurements and post-earthquake damage assessment (Huang and 
Shakal 2001; Lin et al. 2005; Huang 2006).

Bridge monitoring can be dated back to the construction of the Golden Gate and Bay 
Bridges in San Francisco in the 1930s in the United States, in which the dynamic behaviour 
of the bridges was studied. The collapse of the Tacoma Narrows Bridge in Washington 
State in the United States in 1940 led to the inspection and modification of other suspen-
sion bridges, including strengthening the Golden Gate Bridge. The widespread introduction 
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Figure 1.15  Schematic diagram of smart civil structures.
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of systematic bridge inspection programmes was directly attributed to the catastrophic 
bridge collapse at Point Pleasant, West Virginia, in 1967 (Doebling et al. 1996). Since the 
1990s, long-term monitoring systems have been implemented on major bridges in China, 
Japan, America and Europe. In Hong Kong and mainland China alone, more than 40 long-
span bridges had been equipped with long-term monitoring systems by 2005 (Sun et al. 
2007). Many attempts have been made to detect structural damage using vibration data 
in both time domain and frequency domain (Doebling et al. 1996; Sohn et al. 2003). The 
vibration-based methods have achieved some success in mechanical and aerospace engi-
neering, whereas their successful applications to large-scale civil structures are very limited 
(Brownjohn 2007) due to the uniqueness of civil structures, significant uncertainties of 
structures, complicated environmental factors and so forth. A comprehensive knowledge 
of SHM can be found in many books (e.g. Balageas et al. 2006; Boller et al. 2009; Xu and 
Xia 2012; Ettouney and Alampalli 2012). Moreover, many literature reviews on damage 
identification can be found as well (Doebling et al. 1996; Wu et al. 2003; Brownjohn 2007; 
Farrar and Worden 2007; Ou and Li 2010; Fan and Qiao 2011).

SVC systems offer an attractive means to protect civil structures against natural hazards. 
Passive control strategies, including base isolation systems, viscoelastic dampers, tuned 
mass dampers and fluid dampers are well understood and are widely accepted by the engi-
neering community as a means for mitigating the effects of dynamic loading on structures 
(Housner et al. 1997; Soong and Dargush 1997; Spencer and Nagarajaiah 2003). However, 
these passive control devices are unable to adapt to structural changes and to varying use 
patterns and loading conditions. The possibility of using active, hybrid and semi-active 
control methods has been investigated for more than two decades to improve upon passive 
approaches to reduce structural responses (Soong 1990; Spencer and Sain 1997; Housner 
et al. 1997; Kobori 2003). A comprehensive review on this topic was given by Spencer and 
Nagarajaiah (2003). The first full-scale application of active control to a building was 
accomplished by the Kajima Corporation in 1989 (Kobori et al. 1991a,b). The building 
was an 11-story building in Tokyo, having a total floor area of 423 m2 . A control system 
consisting of two active mass dampers (AMDs) was installed: the primary AMD was used 
for controlling transverse motion and the secondary AMD was employed to reduce tor-
sional motion. The role of the active system is to reduce building vibration under strong 
winds and moderate earthquake excitations and consequently to increase the comfort of 
the occupants of the building. 

Hybrid-control strategies have also been investigated by many researchers to exploit their 
potential to increase the overall reliability and efficiency of the controlled structure (Housner 
et al. 1994; Kareem et al. 1999; Nishitani and Inoue 2001; Yang and Dyke 2003; Casciati 
2003; Faravelli and Spencer 2003). Over 40 buildings and about 10 bridges (during erection) 
had employed feedback control strategies in full-scale implementations before 2003. The vast 
majority of these were hybrid control systems. Semi-active control strategies offer the reli-
ability of passive devices yet maintain the versatility and adaptability of fully active systems, 
able to operate on battery power without requiring the associated large power sources. The 
Kajima Technical Research Institute in Japan was the first full-scale building structure to be 
implemented with semi-active hydraulic dampers (Kobori et al. 1993). In the United States, 
the first full-scale implementation of semi-active control was conducted on the Walnut Creek 
Bridge on interstate highway I-35 to demonstrate variable-damper technology (Patten et al. 
1999). In 2001, the first full-scale implementation of magnetorheological (MR) dampers 
for civil engineering applications was achieved: the Tokyo National Museum of Emerging 
Science and Innovation had two 30-tonnes MR fluid dampers installed between the third 
and fifth floors. The dampers were built by Sanwa Tekki using the Lord Corporation MR 
fluid. A state-of-the-art review of significant research performed in the area of structural 
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control can be found in the literature (Housner et al. 1997; Symans and Constantinou 1999; 
Spencer and Nagarajaiah 2003; Fisco and Adeli 2011a,b; Amezquita-Sanchez et al. 2014).

The power supply for operating the SHM systems and SVC systems is externally provided 
at present. Nevertheless, it is hoped that a smart civil structure will be self-powered. The 
process of extracting energy from the environment and surrounding system and converting 
it to usable electric energy is known as energy harvesting  (Park et al. 2008). The possibility 
of energy harvesting for providing electric power to small batteries used in wireless sensor 
networks was actively investigated recently in the health monitoring of civil structures with 
an attempt to have an autonomous and sustainable operation of the health monitoring sys-
tem without the periodical replacement of batteries. Solar, wind and structural vibrations 
are the available energy sources for SHM wireless sensor networks. Miller et al. (2010) 
developed a solar system to power Imote2 wireless sensor networks and its effectiveness has 
been validated on a cable-stayed bridge. Spencer et al. (2011) proposed solar or wind energy 
harvesting as the power supplies for all 113 wireless smart sensors (WSSs) in the wire-
less monitoring system for the Jindo Bridge in Korea. Energy harvesting systems based on 
piezoelectric materials are also attractive due to their solid-state nature and the high volu-
metric density of harvested power. Piezoelectric materials–based transducers are capable of 
interchanging electrical energy and mechanical motion or force. These materials, therefore, 
can be used as mechanisms to transfer structural vibration into electrical energy that may 
be stored and used to power other devices. Some available overviews of the application of 
piezoelectric transducers as energy harvesters can be found in the references (Sodano et al. 
2004; DuToit et al. 2005; Anton and Sodano 2007). However, the piezoelectric harvest-
ers require vibration frequencies in the kilohertz range for an effective power generation. 
Considering that the vibration frequencies of civil structures, especially long-span bridges, 
high-rise buildings and bridge stay cables, typically are in the 0.1–100 Hz range, the SEH 
systems based on an electromagnetic (EM) energy harvesting mechanism is more suitable 
for application in civil structures. Auge (2003) proposed the concept of energy harvesting 
via EM dampers, also known as magnetic induction dampers , with application to building 
active control subjected to earthquake ground motions. Scruggs (2004) proposed a regen-
erative force actuation (RFA) network using a permanent magnet machine in civil struc-
tures subjected to seismic excitations. In the proposed RFA network, some devices extract 
mechanical energy from structural vibration, while others re-inject a portion of that energy 
back into the structure for suppressing the vibration of other degrees of freedom (DOFs). 
Jung et al. (2011) proposed the use of EM device to power an MR damper for the vibration 
mitigation of stay cables, in which the vibration control and energy harvesting functions 
were fulfilled by the two respective devices. Moreover, the design and experimental charac-
terisation of an electromagnetic transducer for energy harvesting from multi-story buildings 
and bridges were reported by Cassidy et al. (2011).

In general, self-repairing means a material, a structural component or a structural system 
that is able to totally or partially recover its undamaged properties with the onset of dam-
age. The concept of self-repairing has been widely investigated and applied in the areas of 
aerospace, mechanical engineering and life science. Focusing on the field of civil engineer-
ing, the majority of researches on the SSR systems have been devoted to the development of 
self-repairing techniques in concrete structures and bolted joints (Park et al. 2003; Peairs 
et al. 2004; Faria et al. 2009; Mihashi and Nishiwaki 2012). Concrete structures often 
suffer from cracking that leads to much earlier deterioration than the designed service life. 
Generally speaking, cracks in concrete can occur in any stage of the service life of concrete 
structures due to overloading or volumetric change caused by high temperatures, creep, plas-
tic settlement or shrinkage. The emerging smart materials in recent years and the practical 
limitations on inspection and maintenance have motivated civil engineers and researchers 
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to investigate and develop the self-repairing techniques for recovering the properties of a 
concrete structure with the onset of defects such as cracks. By using a shape memory alloy 
(SMA) as the main reinforcing bars for concrete beams in order that large cracks under load-
ing be mechanically closed after unloading, a crack-closure system was proposed by Sakai 
et al. (2003). An integrated self-diagnostic and emergency repairing system embedded with 
SMA bars was proposed by Li et al. (2004). The bolted joint is one of the most common 
mechanical components in all types of civil structures. Bolted joints are subject to a variety 
of common modes of failure, such as self-loosening, shaking apart and breaking because of 
corrosion, stress cracking or fatigue. One of the most frequent modes of failure for bolted 
joints is self-loosening. To reduce this mode of failure, the concept of a self-sensing and 
self-repairing bolted joint has been developed (Muntges et al. 2001; Peairs et al. 2001; Park 
and Inman 2001). This concept combines the impedance-based health monitoring technique 
with actuators, which are usually included in the joint as SMA washers to restore tension 
in a loose bolt.

Although great achievements have been made during the past several decades, the major-
ity of attention has been focused on individual element systems such as SHM, SVC, SEH 
and SSR. The development of smart civil structures with the integration of all SHM, SVC, 
SEH and SSR is still in its early stage. Nevertheless, the development of smart civil struc-
tures by integrating SHM with SVC has been attempted recently (Xu and Chen 2008; 
Huang et al. 2012; Yang et al. 2013; Lei et al. 2013, 2014; Xu et al. 2014). Recently, SEH 
systems for powering the wireless or embedded sensors of the SHM system have been devel-
oped (Casciati and Rossi 2007; Bogue 2009; Sazonov et al. 2009; Miller et al. 2010). Some 
attention has also been paid to energy regenerative damping systems for considering both 
SEH and SVC (Nakano et al. 2003; Lesieutre et al. 2004; Liang and Liao 2009; Shen et al. 
2012; Zhu et al. 2012; Shen and Zhu 2015). An SSR system is usually incorporated with an 
SHM system, by which the SSR system can be activated when the predefined threshold of 
the ‘damage index’ is reached according to the information given by the SHM system (Coyle 
et al. 2004; Li et al. 2004; Mihashi et al. 2008; Kuang and Ou 2008; Kim et al. 2009; Faria 
et al. 2011).

Clearly, the subject of smart civil structures is interdisciplinary, encompassing a vari-
ety of subjects including materials science, electronics, photonics, manufacturing, applied 
mechanics, random vibration and computing algorithm among others. Some engineering 
colleges and universities have begun to incorporate smart civil structures into their cur-
ricula to nurture future engineers to realise smart civil structures with integrated functions 
(Zhang and Lu 2008; Hurlebaus et al. 2012). This book aims to serve as an essential book 
for university students, researchers and professional engineers on the subject of smart civil 
structures. It covers not only the fundamental knowledge but also state-of-the-art develop-
ment in the subject of smart civil structures.

1.7 ORGANISATION OF THIS BOOK

Background materials, including loading conditions, materials, design, construction and 
maintenance of civil structures, have been provided in this chapter. The necessity for, the 
definition of and the historical developments of smart civil structure have also been given in 
this chapter. Chapter 2 introduces various smart materials used for smart civil structures, 
including SMAs, piezoelectric materials, magnetostrictive materials, electrorheological and 
MR fluids, fibre-opticoptical fibres, bio-inspired materials and nanomaterials. Chapters 3 
through 5, respectively, introduce three important modules in a smart civil structure: sen-
sors and sensory systems, control devices and control systems, processors and processing 
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systems. Chapters 1 through 5 form Part I of this book ‘Elements in Smart Civil Structures’. 
Part II of this book is ‘Integration for Smart Civil Structures’, including Chapters 6 through 
11. The multi-scale modelling of civil structures and the associated model updating are 
described in Chapters 6 and 7, respectively. With the aid of a finite element model, Chapter 8 
describes the methods for multi-type sensor placement. Chapter 9 introduces the structural 
control theory, followed by a description of the optimal placement of control devices in 
Chapter 10. By combining the optimal sensor placement and optimal control device place-
ment in Chapters 9 and 10, Chapter 11 presents a method for the collective placement of 
control devices and sensors. Part III of the book is ‘Functions of Smart Civil Structures’, 
containing nine chapters from Chapters 12 through 19. Chapters 12 and 13, respectively, 
introduce structural damage identification and SVC. The synthesis of SHM and SVC in the 
frequency domain and the time domain is investigated in Chapters 14 and 15, respectively. 
Chapter 16 introduces the study on the energy harvesting for SHM and vibration control. 
The integration of SEH, SHM and SVC is given in Chapter 17. The research on the synthesis 
of SSR and health monitoring is introduced in Chapter 18. Chapter 19 describes the synthe-
sis of structural LCM and health monitoring. Finally, the challenges and prospects of smart 
civil structures are highlighted in Chapter 20.
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Chapter 2

Smart materials

2.1 PREVIEW

Materials are the elements, constituents or substances of which something is composed 
or made. In civil structures, commonly used materials include wood, stone, bronze, steel, 
aluminium, concrete, composites and plastics. The material itself is not smart, but the mate-
rials with unusual, interesting, amazing and useful properties that can be used to design 
and develop smart structures may be called smart materials . Modern materials science is 
facilitating the creation of diverse smart materials. There are many text books that give 
detailed summaries of various smart materials (Gandhi and Thompson 1992; Srinivasan 
and McFarland 2001; Chopra and Sirohi 2014). Nevertheless, only some materials of inter-
est in developing smart civil structures and their basic characteristics are discussed in this 
chapter. These smart materials include shape memory alloys (SMAs), piezoelectric mate-
rials, magnetostrictive materials, electrorheological (ER) and magnetorheological (MR) 
fluids, optical fibre, bio-inspired materials and nanomaterials.

2.2 SHAPE MEMORY ALLOYS

SMAs possess an interesting property by which the metal ‘remembers’ its original size or 
shape and reverts to it at a characteristic transformation temperature. This feature is known 
as the shape memory effect , and can be used to make sensors and actuators for smart civil 
structures.

2.2.1 Basic characteristics of shape memory alloys

William J. Buehler and his co-researchers at the Naval Ordnance Laboratory (NOL) 
discovered that nickel-titanium is one of the most useful SMAs and that its metallurgi-
cal features give it rather amazing properties (Buehler et al. 1963). This alloy has a low 
temperature phase and a high temperature phase in which the change occurs between 
two solid phases that involve the rearrangement of atoms within the crystal lattice (see 
Figure 2.1). When cooled to below the critical temperature, its crystal structure enters the 
so-called martensitic phase. In this state, the alloy is plastic and can easily be manipulated 
with very large strain but little change in the material stress. When the alloy is heated 
above the critical temperature, it changes to the so-called austenitic phase with a body-
centred cubic structure. In this state, the alloy resumes the shape that it formally had 
within a high temperature range and behaves very much like a normal metal with high 
strength and modulus. Furthermore, the alloy shrinks by several percentages in the trans-
formation from the low-temperature martensitic phase to the high-temperature austenitic 
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phase (Culshaw 1996). Up to 7% strain can generally be reserved, and in some cases as 
much as 10%. Typical properties of a nickel-titanium alloy are listed in Table 2.1 as an 
example. It should be noted that the properties of various SMAs are very complex and 
depend critically upon their composition and history.

The transformation phase of an SMA wire through a temperature cycle is schematically 
shown in Figure 2.2 (Srinivasan and McFarland 2001). The critical temperatures where the 
phase transformations take place are identified as A s  , A f  , M s   and M f  , which, respectively, 
represent the temperatures at the start of austenite, finish of austenite, start of martensite 
and finish of martensite transformation. Allow the wire to be started in a fully austenitic 
phase (i.e. A f  ). Now, cool the wire until it reaches the temperature where the material begins 
to change to the martensite phase (i.e. M s  ). Upon further cooling, the martensite plates 
begin to increase to M f  , at which temperature the wire is in a fully martensitic state. If we 
now begin to heat the wire, nothing happens to the material phase, but the temperature of 
the wire increases. The martensite plates begin to rearrange themselves into their original 
configuration when the temperature reaches A s  , and this arrangement will be completed 
at A f  . It can be seen from Figure 2.2 that the value of the fraction of the martensite in the 
material (ξ SMA) is changing from 0 (at A f   and M s  ) to 1 (at M f   and A s  ). Notably, throughout 
these transformation, no stress is applied, which means that the cycle is entirely driven by 
temperature.

The influence of stress on the characteristics of the SMAs is also investigated. Experimental 
observations indicate that the critical temperatures (i.e. A s  , A f  , M s   and M f  ) increase with 
stress, as schematically shown in Figure 2.3. Generally, it is assumed that θ   =  γ  and the phase 
transformation occurs without the influence of stress (i.e. σ SMA = 0) (see Figure 2.3). With 
σ SMA  ≠  0, higher temperature will be needed to bring about a phase change.

Moreover, the phase transformations that result entirely from stress and lead to particular 
hysteresis loops, which are different from conventional metals, are another important char-
acteristic of the SMAs, referred to as superelasticity . The SMAs behave pseudoelastically at 

Martensite
(twinned)

Martensite
(deformed)

Deformation

Austenite

Cooling
Heating

Figure 2.1   Phase change of crystal structure in SMAs.
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a temperature T   >  A f  . Applying stress induces the transformation of austenite into martens-
ite, resulting in a large amount of inelastic deformation or transformation strain (Brocca 
et al. 2002). As the stress is reduced, after an initial elastic response, the martensite formed 
during the loading process transforms back to austenite, the inelastic strain is therefore 
recovered and the stress–strain diagram exhibits the characteristic hysteretic loop as shown 
in Figure 2.4.

Table 2.1  Typical properties of NiTi alloys

Physical properties 
Melting point (°C ) 1300
Density (g/cm3 ) 6.45
Electrical resistivity: 
 Austenite (µ  Ω ⋅ cm) ≈ 100
 Martensite (µ  Ω ⋅ cm) ≈ 70
Thermal conductivity:
 Austenite (W/m⋅  °C) 18
 Martensite (W/m⋅  °C) 8.5
Corrosion resistance Similar to 300 series stainless steel or Ti alloys

Mechanical properties 
Young’s modulus:
 Austenite (GPa) ≈ 83
 Martensite (GPa) ≈ 28–41
Yield strength:
 Austenite (MPa) 195–690
 Martensite (MPa) 70–140
Ultimate tensile strength (MPa) 895

Transformation properties 
Transformation temperature ( °C ) −200–110
Latent heat of transformation (kJ/kg⋅ atom) 167
Shape memory strain 8.5% maximum

Source: Data from Hodgson, D.E. et al., ASM Handbook, Volume 2: Properties and Selection: Nonferrous Alloys and 
Special-Purpose Materials , 897–902, 1990. http://products.asminternational.org/hbk/index.jsp.

Mf AsMs Af TSMA

ξSMA

0

1

Figure 2.2   Schematic diagram of stress-free phase transformation.

http://products.asminternational.org/hbk/index.jsp
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2.2.2 Constitutive modelling of shape memory effect

The macroscopic mechanical behaviour of SMAs is usually modelled following either a phe-
nomenological or micromechanical approach (Brocca et al. 2002). The phenomenological 
models for describing the behaviour of SMAs usually contain one-dimensional and three-
dimensional models. Since one-dimensional phenomenological models usually utilise mea-
surable quantities as parameters and are relatively simple, they are basically quite accurate 
in predicting the uniaxial response of SMAs and are particularly suitable for engineering 
practice. Many researchers have developed various uniaxial phenomenological models (e.g. 
Tanaka and Nagaki 1982; Liang and Rogers 1990; Brinson 1993; Ivshin and Pence 1994a, 
b). These models are often composed of a kinetic law for governing the crystallographic 
transformation and a mechanical law for representing the stress–strain behaviour. Because 
the transformation strain is very large as compared with the elastic strain, the major fac-
tor for distinguishing these one-dimensional models is their particular kinetic law. Since 
three-dimensional models appear to be capable of capturing the typical features of SMAs, 
several attempts have been made to extend the one-dimensional models to three dimen-
sions. Based on the use of plasticity models with an internal variable such as the martensite 
fraction ξ SMA, several three-dimensional models have been developed (Boyd and Lagoudas 
1994; Lubliner and Auricchio 1996; Lagoudas et al. 1996; Birman 1997). However, due 
to the lack of experimental data for a multi-axial response, the performance of these 3-D 
phenomenological models cannot be directly evaluated, but only compared to the uniaxial 
experimental data.

TSMAMf Ms As Af

M′f M′s A′s A′f

σSMA

θ γ

Figure 2.3   Schematic diagram of the influence of stress on critical phase change temperatures.

σSMA

εSMA

Figure 2.4   Superelasticity for an SMA material.
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By using the laws of thermodynamics to describe the transformation, the micromechanical 
models attempt to capture the crystallographic phenomena within the material more 
accurately (e.g. Sun and Hwang 1993; Patoor et al. 1996; Goo and Lexcellent 1997; Lu and 
Weng 1997; Huang and Brinson 1998; Vivet and Lexcellent 1998; Gao et al. 2000). In these 
models, the martensitic variants are usually considered as transforming inclusions and the 
micromechanics is employed for the calculation of the interaction energy caused by the phase 
transformation in the material. Following this approach, the models are obviously more com-
plicated than the phenomenological models and are usually computationally demanding.

It is known that the stress state in an SMA component is a function of the three primary 
state variables, which are ξ SMA, the fraction of martensite; T SMA, the temperature at which 
the component is operating; and ε SMA, the strain at which the component is functioning 
(Srinivasan and McFarland 2001). With the initial conditions, ε 0 SMA, T 0 SMA and ξ 0 SMA, one 
can obtain a unified constitutive relation for the general case:

 σ σ ε ε θ ξ ξSMA SMA SMA SMA SMA SMA SMA SMA SMA SMA S− = − + − + −0 0 0 0E T T( ) ( ) (Ω MMA)  (2.1)

where:
 σ SMA is the shear stress
 E SMA is the Young’s modulus
 θ SMA is the thermal elastic tensor which is related to the thermal coefficient of expan-

sion for the material
 Ω SMA is the transformation tensor

2.2.3  Applications of shape memory alloys 
in smart civil structures

Due to their high power density, high damping capacity and solid state actuation, SMAs 
have been actively investigated and widely applied in various fields, such as aerospace, 
mechanical engineering and life science. When integrated with civil structures, SMAs can 
be passive, semi-active or active components to attenuate excessive structural vibration. The 
passive structural control using SMAs takes advantage of the SMA’s damping property to 
reduce the response and consequent plastic deformation of the structures subjected to severe 
loadings. SMAs can be effectively used for this purpose via two mechanisms: the ground 
isolation system and the energy dissipation system (Saadat et al. 2002; Song et al. 2006a). 
The reported SMA isolation systems include SMA bars for highway bridges (Wilde et al. 
2000), SMA wire re-centring devices for buildings (Dolce et al. 2001), SMA spring isolation 
systems (Khan and Lagoudas 2002) and SMA tendon isolation systems for a multi-degree-
of-freedom (MDOF) shear frame structure (Corbi 2003). The SMA energy dissipation 
devices can be found in the forms of braces for framed structures (Dolce et al. 2000; Saadat 
et al. 2001; Tamai and Kitagawa 2002; Han et al. 2003), dampers for cable-stayed bridges 
(Li et al. 2004) or simply supported bridges (Casciati et al. 1998; DesRoches and Delemont 
2002), connection elements for columns (Leon et al. 2001; Tamai and Kitagawa 2002) and 
retrofitting devices for historic buildings (Croci et al. 2000; Indirli et al. 2001).

An actuator is a mechanism by which a control system acts on a structure and thus 
changes the behaviour of the structure. Due to the shape memory effect, SMAs can function 
as actuators and several concepts for shape memory actuators in civil engineering have been 
reported (Amato 1994; Maji and Negret 1998; Li et al. 2006). The use of SMAs as actuators 
relies upon operating them normally in the low-temperature plastic martensitic phase and 
constraining them within some structural assembly in this state. When the alloy is heated 
through to the austenitic phase, the external structure constrains the alloy from returning 



36 Smart civil structures

to its remembered shape. Consequently, significant stresses (probably several hundreds of 
MPa) are generated within the alloy and these, in turn, can stress the structure within which 
the alloy is mounted. The basic principle of SMAs for active structural vibration control 
(SVC) is utilising SMAs to actively tune the resonant frequency of the structure for the miti-
gation of excessive vibration. Upon heating, SMA actuators that are embedded or installed 
in structures will increase the stiffness of the host structure so that the natural frequency of 
the structure changes and the vibration control can be achieved. A comprehensive review of 
the applications of SMAs in the field of civil engineering for vibration control can be found 
in the references (Janke et al. 2005; Song et al. 2006a).

Although SMA materials have dramatic properties and much research has been carried 
out, the application of SMAs in civil structures is still limited in practical situations. The 
drawbacks of SMAs for practical application mainly lie in high cost, stress-induced mar-
tensite in SMAs and thermal actuation, as well as the problem of actuation time (Janke et al. 
2005). Moreover, it is known that the greater the magnitude of shape recovery during the 
phase change, the shorter the fatigue life of the material, which means the disadvantages of 
SMAs also include their susceptibility to fatigue.

2.3 PIEZOELECTRIC MATERIALS

Piezoelectricity is an electro-deformation phenomenon derived from the Greek word piezein  
for ‘pressure’. The first demonstration of the direct piezoelectric effect was in 1880 by the 
brothers Pierre Curie and Jacques Curie (Curie and Curie 1880). Piezoelectric materials 
possess an unusual property by which they experience a dimensional change with direction-
ality when an electrical voltage is applied to them (Srinivasan and McFarland 2001). Such 
materials also possess a converse effect, that is, they generate electricity when pressure is 
applied. Perhaps the best-known piezoelectric material is lead–zirconate–titanate (PZT); in 
fact, ‘PZT’ is commonly used to refer to piezoelectric materials in general, including those 
of other compositions.

2.3.1 Basic characteristics of piezoelectric materials

When manufactured, a PZT material has electric dipoles arranged in random directions 
(Srinivasan and McFarland 2001), as shown in Figure 2.5a. The responses of these dipoles 
to an externally applied electric field would tend to cancel one another, producing no gross 
change in the dimensions of the PZT specimen. To obtain a useful macroscopic response, a 
process called poling  is performed on the material, as shown in Figure 2.5b.

A PZT material actually has a characteristic Curie temperature. When it is heated above 
this temperature, the dipoles can change their orientation in the material. In poling, the 
material is heated above its Curie temperature and a strong electric field is then applied. The 
direction of this field is the polarisation direction, and the dipoles shift into alignment with 
it (see Figure 2.5b). The material is then cooled below its Curie temperature while the poling 
field is maintained, with the result that the alignment of the dipoles is permanently fixed. 
The material is then said to be poled .

When the poled material is maintained below its Curie temperature and is subject to a 
small electric field (compared with that used in poling), the dipoles respond collectively to 
produce a macroscopic expansion along the poling axis and contraction perpendicular to 
it (or vice versa, depending on the sign of the applied field). For example, when a PZT that 
has been poled in the 3-direction is subject to an electric field in this direction, a schematic 
diagram for the description of its geometry and deformation can be found in Figure 2.6.
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Notably, the PZT is able to perform well when the working temperature is below its Curie 
temperature. However, if the material is heated above its Curie temperature when no electric 
field is applied, the dipoles will revert to random orientations. Even at lower temperatures, 
the application of too strong a field can cause the dipoles to shift out of the preferred align-
ment established during poling.

2.3.2 Constitutive modelling of piezoelectric materials

The direct and converse PZT effects basically reflect an interaction between the mechanical 
and electrical behaviour of PZT materials. The description of the electromechanical proper-
ties of PZT materials herein is based on the Institute of Electrical and Electronics Engineers 
(IEEE) standard for piezoelectricity (IEEE 1988), which is widely accepted as a good rep-
resentation of PZT material properties. Although PZT materials may show considerable 
nonlinearity if operated under a high electric field or a high mechanical stress level, the IEEE 
standard assumes that PZT materials are linear, which has already turned out to be true in 
the case of a low electric field or a low mechanical stress level.

The constitutive equations describing the PZT properties are based on the assumption 
that the total strain in the transducer is the sum of the mechanical strain induced by the 
mechanical stress and the controllable actuation strain caused by the applied electric voltage 
(Moheimani and Fleming 2006).

The electromechanical equations for a linear PZT material can be expressed as (IEEE 
1988; Fuller et al. 1996)

 ε σi ij
E

j mi mS d E= +   (2.2)
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Figure 2.5   The dipole rearrangement of piezoelectric effect: (a) before poling process and (b) after poling 
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Figure 2.6   Deformation of a poled PZT subjected to an electric field in z-direction.
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 D d Em mi i ik k= +σ ξσ   (2.3)

where the indexes i , j  = 1, 2, … , 6 and m , k  = 1, 2, 3 refer to different directions within the 
material coordinate system, as shown in Figure 2.7. 

Here, the axes are identified by numerals rather than letters. For the applications that 
involve sensing, the aforementioned equations are usually rewritten as follows:

 ε σi ij
D

j mi mS g D= +   (2.4)

 E g Di mi i ik k= +σ βσ   (2.5)

where:
 σ  and ε   are the stress vector (unit: N/m2 ) and the strain vector (unit: m/m), 

respectively 
 E    is the vector of applied electric field (unit: V/m) 
 ξ  and β   stand for permittivity (unit: F/m) and impermittivity component (unit: m/F), 

respectively 
 d  and g   are the matrix of PZT strain constants (unit: m/V) and the matrix of PZT 

constants (unit: m2 /C), respectively
 S   is the matrix of compliance coefficients (unit: m2 /N) 
 D    is the vector of electric displacement (unit: C/m2 ) 
superscripts D , E  and σ  represent measurements taken at constant electric displace-

ment, constant electric field and constant stress, respectively

Equations 2.2 and 2.3 express the converse PZT effect, which describes the situation 
when the device is being used as an actuator. This converse effect is usually used to deter-
mine the PZT coefficients. However, Equations 2.4 and 2.5 express the direct piezoelectric 
effect, which deals with the case when the transducer is being used as a sensor.

Dipole alignment

Surface 
electrodes

Piezoelectric 
material

x, 1

y, 2
z, 3

+

-–

v

# Axis
1 x
2 y
3 z
4 Shear around x
5 Shear around y
6 Shear around z

Figure 2.7   Schematic diagram of a piezoelectric transducer and its axis nomenclature.
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2.3.3  Applications of piezoelectric materials 
in smart civil structures

Piezoceramics can be bonded to the surface of a structure in high strain areas with minimal 
modification of the original structure or they can be easily embedded in composite struc-
tures. Since very thin PZT layers or patches can be bonded or embedded in host structures, 
PZT materials can be utilised for SVC as sensors and actuators with the advantages of being 
low cost, lightweight and easy to implement. Stack types of piezoceramic actuators can be 
incorporated into the structure with slight modification or without significantly changing 
the stiffness of the host structure (Song et al. 2006b). Stack types of piezoceramic actua-
tors are also used to make semi-active friction dampers for controlling the vibration of 
building structures (Ng and Xu 2007; Xu and Ng 2008). For the active control of small 
amplitude vibration of very flexible structures such as a cantilever beam, they lead to light-
weight, adaptive and high precision control systems (Han et al. 1997; Sugavanam et al. 
1998; Blanguernon et al. 1999; Sunar and Rao 1999; Rao and Sana 2001; Irschik 2002). 
Investigations have also been conducted by various researchers into the vibration control of 
other types of civil structures, such as truss structures (McClelland et al. 1996; Preumont 
et al. 2000; Gao et al. 2003), frame structures (Kamada et al. 1997, 1998; Fujita et al. 
2001) and cable-stayed structures (Warnitchai et al. 1993; Fujino et al. 1993; Fujino and 
Susumpow 1995; Achkire and Preumont 1996). It is known that the most piezoceramic 
materials are very brittle and may fail under operation. Hence, the concept of adding 
some passive dampers to the structure for the purpose of achieving a more reliable, robust 
and effective control performance has been actively investigated (Lesieutre and Lee 1996; 
Benjeddou 2001; Trindade and Benjeddou 2002). Depending on the relative positions of the 
viscoelastic layer and the PZT actuator, the viscoelastic passive actions and the piezoelectric 
active actions can operate either separately or simultaneously.

PZT materials can generate a charge in response to mechanical stimulus or, alternatively, 
provide a mechanical strain when an electric field is applied across them. Because of these 
unique characteristics, PZT materials can be used for both actuation and sensing (Zou 
et al. 2000). Therefore, the use of such materials for in situ structural health monitoring 
(SHM) would lead to not only fewer sensors, but also a reduction in electrical wiring and the 
associated hardware. Moreover, these materials are low in cost, exhibit excellent mechani-
cal strength and have low acoustic impedance and a broad band dynamic response. From 
this perspective, PZT materials could be ideal for structural damage detection and on-line 
health monitoring. The most well-known damage detection method using PZT materials is 
the electromechanical impedance (EMI) method. This method utilises the electromechani-
cal coupling property of PZT materials and monitors variations in the electric impedance or 
admittance of the PZT materials bonded to structures in a high-frequency band for detect-
ing the damage. Successful applications of SHM of various types of structures have been 
reported in the past several decades (Zou et al. 2000; Park et al. 2000a,b, 2003; Giurgiutiu 
and Cuc 2005; Shin and Oh 2009). The wave-based method could be considered another 
widely used method for SHM using PZT materials. The basic idea behind this method is that 
structural damage is associated with the changes or variations in the transmission velocity 
or energy of elastic waves. Recent studies show that the wave-based method can be success-
fully utilised in the health monitoring of typical structural members and structures includ-
ing reinforced concrete beams, columns, steel bridge components and frames under static 
loading, cyclic reversed loading and seismic loading (Cawley and Alleyne 1996; Kessler et al. 
2002; Park et al. 2006; Hu and Yang 2007; Song et al. 2007a,b; Xu et al. 2013).

In addition to the aforementioned applications in SVC and SHM, the use of PZT materials 
for energy harvesting has also received increased attention due to their ability to directly 
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convert applied strain energy into usable electric energy and the flexibility with which they 
can be integrated into a system (Anton and Sodano 2007). This energy conversion occurs 
because the PZT molecular structure is oriented such that the material exhibits a local charge 
separation, known as an electric dipole . When strain energy is applied to the material, it 
results in the deformation of dipoles and the formation of a charge that can be removed 
from the material and used to power various devices. PZT materials can be configured in 
various ways that prove useful in power harvesting applications. The configuration of the 
power harvesting device can be changed through modification of PZT materials, altering 
the electrode pattern, changing the poling and stress direction, layering the material to 
maximise the active volume, adding pre-stress to maximise the coupling and applied strain 
of the material and tuning the resonant frequency of the device. A large percentage of recent 
research in power harvesting with PZT materials has focused on improving the efficiency 
of PZT power harvesting systems. A comprehensive review can be found in the literature 
(Sodano et al. 2004; Anton and Sodano 2007).

2.4 MAGNETOSTRICTIVE MATERIALS

Generally, magnetostriction is the change in the shape of materials under the influence of 
an external magnetic field. The basic phenomenon is very similar to electrostriction but 
magnetostriction materials are capable of exercising high strain levels and large movements. 
Furthermore, in common with their electrostrictive cousins, magnetostrictive materials 
have narrow hysteresis loops and therefore are relatively low-loss materials (Culshaw 1996). 
These characteristics make them suitable for actuators with a relatively large capacity com-
pared with PZT materials.

2.4.1 Basic characteristics of magnetostrictive materials

Magnetostriction is a phenomenon observed in all ferromagnetic materials, which causes 
them to change their dimensions when they are subject to a magnetic field. Terfenol-D, with 
Ter for terbium, Fe for iron, NOL for Naval Ordnance Laboratory and D for dysprosium, 
exhibits the highest magnetostriction among alloys and is the most commonly used engi-
neering magnetostrictive material.

Magnetostrictive materials have a property that can convert magnetic energy into kinetic 
energy or vice versa. Various physical effects related to the magnetostrictive effect can be 
found in Figure 2.8. The most understood effect that is related to magnetostriction is the 
Joule effect . This is the expansion, positive magnetostriction or contraction, negative mag-
netostriction, of a ferromagnetic rod in relation to a longitudinal magnetic field (Olabi and 
Grunwald 2008). This effect is mainly used in magnetostrictive actuators.

Magnetic 
field Magnetisation

Strain Stress

Joule 
effect
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Magnetic 
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Figure 2.8   Magnetostriction effects.
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The Villari effect  is another widely utilised effect related to magnetostriction. This effect 
is based on the fact that when a mechanical stress is imposed on a sample, there is a change 
in the magnetic flux density which flows through the sample as a result of the creation of a 
magnetic field. The change in flux density can be detected by a pickup coil and is propor-
tional to the level of the applied stress. The Villari effect is reversible and is used in sensor 
applications (Olabi and Grunwald 2008).

The Δ E-effect  is the change of Young’s modulus as a result of a magnetic field. The Δ E /E  
in Terfenol-D is in the range of more than five and can be employed in tunable vibration 
and broadband sonar systems (Dapino 2002). Due to the change in Young’s modulus, there 
is a change in the velocity of sound inside the magnetostrictive materials, which can be 
observed.

Another effect related to magnetostriction is the Wiedemann effect . The physical back-
ground to this effect is similar to that of the Joule effect, but instead of forming a purely 
tensile or compressive strain as a result of the magnetic field, there is a shear strain, which 
results in a torsional displacement of the ferromagnetic sample. The inverse Wiedemann 
effect is called the Matteuci effect  (Olabi and Grunwald 2008).

2.4.2 Constitutive modelling of magnetostrictive materials

When ferromagnetic materials are subject to a magnetic field, the Joule effect leads to a 
change of shape in the direction of the magnetic field while maintaining a constant volume. 
The property can be quantified by the fractional change in length as the magnetisation of the 
material increases from zero to the saturation value, named magnetostrictive coefficient λ :

 λ = ∆L
L

  (2.6)

where L  and Δ L  are the initial length of the material and its variation of the length, respec-
tively. The shape of the materials changes in the direction of the applied magnetic field 
expands for a positive λ  and shrinks for a negative λ , as shown in Figure 2.9.

The material properties change with the conditions during operation, which makes the 
behaviour of the magnetostrictive materials complex in various applications. In response to 
an applied magnetic field, the idealised behaviour of length change is shown in Figure 2.10 
as butterfly curves. Like a positive magnetic field, a negative magnetic field established in the 
opposite direction produces the same elongation in the magnetostrictive material.

The two most widely utilised magnetostrictive effects, that is the Joule effect and the 
Villari effect, can be approximated using the following constitutive equations:

 B dT H H nIT= + =( )µ   (2.7)

Md Md = 0

λ > 0 λ < 0

Md

Figure 2.9   Change of shape in joule magnetostriction.
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 S s T dHH= +   (2.8)

where:
 B  is the magnetic induction
 d  is the magneto-mechanical constant
 T  is the mechanical stress
 μ T  is the magnetic permeability under constant stress condition
 H  is the magnetic field strength
 I  is the current
 n  is the number of coil turns
 S  is the mechanical strain
 sH  is the elastic compliance under constant magnetic field

The observation of the typical S-H and B-H curves reveals that the relationship between 
the magnetostriction and the applied magnetic field is highly dependent on the magnetic 
intensity. A polarising field is a field where the magnetic domains are initially aligned. When 
the intensity of the applied magnetic field is much lower than the polarising intensity, the 
relationship between the magnetostriction and the applied magnetic field is approximately 
linear. When the intensity of the applied magnetic field approaches polarising intensity, the 
nonlinearity begins and the curve gradually flattens out, signifying saturation or completion 
of all the domain alignments.

2.4.3  Applications of magnetostrictive 
materials in smart civil structures

The ability to convert an amount of energy between magnetic energy and kinetic energy 
allows the use of magnetostrictive materials in actuator and sensor applications. Thus, mag-
netostrictive materials can be employed for vibration control and the non-destructive evalu-
ation of civil structures.

With regard to vibration control, Terfenol-D was first used to reduce and alter unwanted 
vibration motions in the late 1980s. Actuators employing Terfenol-D were designed and 
analysed by many researchers and are now used in vibration isolation systems, since the 
Terfenol-D rod has some distinct advantages over other smart materials, such as high strain, 
good magneto-mechanical coupling factor, fast response and the magnetostriction property 
without changing with time (Xu and Li 2006). Theoretical frameworks were established 
to get a general form of a mathematical model for characterising magnetostrictive-based 
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Figure 2.10   Strain against symmetric magnetic field.
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actuators. Experimental works indicated that magnetostrictive materials were suitable for 
applications in smart structures (Olabi and Grunwald 2008). A magnetostrictive actuator 
with Terfenol-D is depicted in Figure 2.11.

Magnetostrictive materials can also be used in sensor applications, such as torque sensors, 
motion and position sensors, force and stress sensors, material characterisation sensors and 
magnetic sensors (Hristoforou and Ktena 2007). For a non-destructive evaluation of civil 
structures, magnetostrictive materials are practically used for emitting and receiving elastic 
wave as transducers to detect the defect and the depth of concrete structures, and in moni-
toring the acoustic emission wave in a structure to evaluate the position and propagation of 
cracks. Sensors based on magnetostrictive materials utilise the magnetostrictive property of 
a material to convert a mechanical energy into a magnetic field. The basic configuration of 
a magnetostrictive sensor, including a waveguide, a position magnet, electronics, a strain 
pulse detection system and a damping module, is shown in Figure 2.12.

Magnetostrictive materials possess many advantages compared with other smart mate-
rials applied in smart structures, such as large deformation ability, quick response, high 
energy density, high courier temperature, high stiffness and wide operation frequency. 
However, the applications of magnetostrictive materials in civil engineering have been con-
fined due to some drawbacks, for example, severe eddy current losses at high frequency and 
high cost. These limitations could be overcome, however, by amplifying the force-through 
lever mechanism and fabricating composites with a polymer matrix.

2.5  ELECTRORHEOLOGICAL AND 
MAGNETORHEOLOGICAL FLUIDS

In response to an applied electric or magnetic field, ER or MR fluids exhibit the most remark-
able change of property in that their ability to support shear stress is tremendously increased. 
Although application details differ because of the requirements of generating strong electric 
or magnetic fields, the basic physics describing how ER and MR fluids’ material properties 
change and the design of mechanical devices to capitalise on these changes are similar for 
the two types of controllable fluid (Srinivasan and McFarland 2001). Therefore, they are 
simultaneously treated in this section.

Coil

Steel casing

Permanent magnets

Terfenol-D rod

Output rod

Preload springs

Figure 2.11   Cross section of magnetostrictive actuator.
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2.5.1 Basic characteristics of ER and MR fluids

Both ER and MR fluids are suspensions of particles, which are typically in size of the 
order of 1–10  μ m in inert carrier liquids, such as mineral oils or silicone oils. Most ER 
and MR fluids also contain small amounts of additive that affect the polarisation of the 
particles or stabilise the structure of suspension against settling, but for many engineering 
purposes these may be neglected in modelling the fluids’ mechanical response (Srinivasan 
and McFarland 2001).

In the absence of an external electric or magnetic field, ER or MR fluids may be charac-
terised as Newtonian , that is, the shear stress τ  is proportional to the product of the strain 
rate �γ  and viscosity η :

 τ ηγ= �   (2.9)

Notably, even without the applied field, most ER or MR fluids are not purely Newtonian 
due to their heavy loading of solid particles and, to some extent, due to the additives they 
contain. However, in most applications, the field-induced component of the shear stress is 
much larger than the ηγ�  term, and thus Equation 2.9 can be viewed as an adequate model 
for the approximation of the rate-dependent part of the total shear stress.

While an electric field is applied to the ER fluid or a magnetic field is applied to the MR 
fluid, the particles in the fluid are forced to form chains or fibrils in the direction of the 
field in a few milliseconds. If there is no motion of the fluid or the walls of its container, 
the fibrils are static structures. When the ER or MR fluid flows, or when there is relative 
motion between the walls of its container, shear strains occur in the fluid and a shear stress 
distribution develops across the fluid. This stress distribution can be calculated by using the 
viscous flow equations of elementary fluid mechanics (Srinivasan and McFarland 2001). 
When a field oriented normal to the direction of flow or motion is applied, fibrils form 
across the flow, and because of the motion of the fluid or walls, these fibrils are broken and 
must reform. The continual breaking and reforming of these particle chains generate a force 
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Figure 2.12   Configuration of magnetostrictive sensor. (From http://www.mtssensors.com/fileadmin/media/
pdfs/551019.pdf.)
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resisting the motion of the fluid or walls, and give rise to the field-dependent component of 
the shear stress τ . Generally, with an increase of field strength, the ER or MR shear stress 
increases accordingly.

2.5.2 Constitutive modelling of ER and MR fluids

One might expect that the formation of fibrils within an ER or MR fluid would increase 
the fluids’ viscosity, but in fact the slope of the shear stress versus shear strain rate curve, 
and thus the viscosity, changes little if at all. The effect of the fibrils is instead to produce a 
shear stress commonly referred to as the yield stress (τ y  ), which is largely independent of the 
strain rate. Adding this term to the Newtonian model as shown in Equation 2.9 results in 
the Bingham plastic model:

 τ τ ηγ= +y �   (2.10)

where τ y   denotes the yield stress, which is a function of the strength of the applied electric 
or magnetic field. The yield stress in the Bingham plastic model is strongly dependent on 
the field strength and the response predicted by this model is schematically shown in Figure 
2.13. In Figure 2.13, E  represents an electric field while H  represents a magnetic field. In 
many practical situations, the dynamic viscosity is determined by a linear regression fit of a 
line to experimental data, and the intersection of this line with the shear stress is taken as 
the value of the yield stress τ y  . Till now, the Bingham plastic model and its extensions are 
the most popular model for use in the design of devices that depend on the post-yield shear 
resistance of an ER or MR fluid.

According to the Bingham plastic model, stress less than the yield stress τ y   produces no 
flow of the ER or MR fluid. However, in reality the fluid naturally responds to stress in this 
range, and for many purposes it may be regarded as a viscoelastic solid (Srinivasan and 
McFarland 2001). The typical stress–strain characteristics for an ER or MR fluid loaded up 
to and beyond yield are given in Figure 2.14. Note that yield occurs at approximately the 
same strain γ y   regardless of the field strength. For clarity, we have shown the yield strain as 
corresponding to the peak stress on each curve but in practice the correct definition of yield 
for these materials is not so clear. Weiss et al. (1994) suggest that the onset of nonlinear-
ity in the storage modulus is an accurate indicator of yield and that is correlates well with 
measured static yield stresses.
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Figure 2.13   Shear stress vs. shear strain rate for the Bingham plastic model.
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In many devices where ER or MR fluids are employed, at any time a small portion of the 
fluid is subject to the applied electric or magnetic field while the remainder is free to flow 
as a conventional, low-viscosity fluid. Ordinarily, the field is created across a small gap, the 
surface of which serves as both electrodes (in the case of an ER fluid) or pole pieces (in the 
case of an MR fluid) and as the walls of a channel confining the fluid. Notably, although 
these walls are often modelled as parallel, flat plates for the purpose of analysis, the derived 
equations are frequently applied to annular or other non-flat geometries with acceptable 
results, such as the analysis of a realistic model for cylindrical dampers (Spencer et al. 1998). 
As illustrated in Figure 2.15, the shear in the fluid may be generated either by forcing the 
fluid through the gap under pressure (fixed-plate configuration) or by moving one plate with 
respect to the other (sliding-plate configuration). It should be noted that the gap is small in 
the direction of the fluid, often well under 1 mm, and of the order of millimetres in length 
in the direction of flow or motion.

The analysis of ER or MR fluid flow or plate motion can be carried out by a straightfor-
ward extension of elementary fluid mechanics. For the fluid that can be described by the 
Bingham plastic model, Phillips (1969) derived the following fifth-degree polynomial in 
1969 to depict the Poiseuille flow of the Bingham material in a rectangular duct:
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where:
 pʹ  is the pressure gradient
 Q  is the volumetric flow rate
 b  is the width of the rectangular plate
 h  is the gap between two parallel plates
 U  is the relative velocity of the two plates

Gavin et al. (1996a,b) found that Equation 2.11, which is based on the simple parallel-
plate model, is accurate enough for describing the force-velocity behaviour of cylinder 
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Figure 2.14   Typical stress–strain characteristics for ER or MR fluid.
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ER dampers in an axisymmetric flow field. They also found the approximate solutions of 
Equation 2.11 for either fixed-plate-type smart dampers or sliding-plate-type smart damp-
ers. Upon proper manipulation, the relationship between the force f  and velocity v  of the 
smart damper can be expressed as follows:

 
f t C v F vd d( ) = + ( )sgn
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in which

 C C
LA

bh
A F C

L
h

A Pd
p

p d
y

p y= = +1 3 2
12η τ

;  (2.14)

For the fixed-plate-type damper:
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For the sliding-plate-type damper:
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where:
 L  is the effective axial pole length
 A p   is the cross-sectional area of the piston
 P y   is the mechanical friction force in the damper

Clearly, the damper force f  is the function of the yielding shear stress τ y   and it can be con-
trolled through the applied field, but C d   is independent of the applied field. Notably, although 
the aforementioned equations treat only the case of an ER fluid in principle, most of the 
results are readily applicable to MR fluids in similar geometries (Spencer et al. 1997, 1998).
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Figure 2.15   ER or MR fluid shear modes: (a) sliding plate and (b) fixed plate.
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2.5.3 Applications of ER and MR fluids in smart civil structures

As mentioned before, ER and MR fluids are made by mixing fine particles into a liquid with 
low viscosity. The particles will be formed into chain-like fibrous structures in the presence 
of an electric field or a magnetic field. When the electric field strength or the magnetic field 
strength reaches a certain value, the suspension will be solidified and has high yield stress. 
Conversely, the suspension can be liquefied once more by removal of the electric field or the 
magnetic field (Yao et al. 2002). The process of change is very quick (normally less than a 
few milliseconds) and is easily controllable with small energy consumption (usually several 
watts required). After ER and MR fluids were developed in the 1940s (Winslow 1947; 
Rabinow 1948), they were often utilised in the form of a discrete device (e.g. dampers) in 
various fields, such as mechanical engineering and civil engineering. Initially, it was ER 
fluids that received major attention (Petek 1992; Coulter et al. 1993; Carlson 1994; Wu et 
al. 1994), but they were eventually found to be not as well suited to most applications as 
the MR fluids, especially for civil structures. In their non-activated or ‘off’ state, both MR 
and ER fluids typically have similar viscosity, but MR fluids exhibit a much greater increase 
in viscosity and therefore yield more strength than their electrical counterparts (Yao et al. 
2002). For ER fluid, the maximum yield stress is about 10 kPa but for MR fluid the maxi-
mum yield stress can reach about 100 kPa.

A schematic diagram of MR fluid dampers for civil engineering applications is shown in 
Figure 2.16. The components of a typical MR damper include MR fluid, a piston, a housing, 
a pair of wires, a magnetic coil and an accumulator, as shown in Figure 2.16. The MR fluid 
flows through a small orifice within a cylinder. When a current is supplied to the magnetic 
coil, which is built in the piston or on the housing, the particles are aligned and the fluid 
changes from the liquid state to the semi-solid state. Depending on the applied current in the 
damper coil and the piston velocity, the generated damping force can be adjusted.

Only requiring a battery of power, MR dampers are capable of generating a force with a 
magnitude sufficient for rapid response in large-scale applications. Moreover, MR damp-
ers offer highly reliable operations with relatively lower sensitivity to temperature fluctua-
tions or impurities in the fluid. Consequently, the research on the use of MR dampers for 
the semi-active control of civil structures under wind and earthquake loadings has been 
actively conducted for many years. The MR damper was first introduced as an applica-
tion of civil engineering in 1996 (Dyke et al. 1996). After that, much development and 
progress has been made on control systems based on MR fluid dampers. To reduce dynamic 
responses caused by wind and earthquakes, MR fluid dampers were applied to full-scale 
structures in civil engineering for semi-active control, the first implementations being on the 
cable-stayed Dongting Lake Bridge in China and the Nihon-Kagaku-Miraikan building in 
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Figure 2.16   MR fluid damper. (From Truong, D.Q. and K.K. Ahn, Smart Actuation and Sensing Systems: Recent 
Advances and Future Challenges , InTech, Rijeka, Croatia, 2012.)



Smart materials 49

Japan. Examples of the use of state-of-the-art of MR damper-based control systems in civil 
engineering applications can be found in the literature (Symans and Constantinou 1999; 
Xu et al. 2000; Jung et al. 2002; Spencer and Nagarajaiah 2003; Muhammad et al. 2006).

2.6 OPTICAL FIBRES

An optical fibre conducts light in much the same way as a copper wire conducts electricity. 
The most common use of optical fibres is in transmitting data over long distances. In the 
context of smart civil structures, the role of the optical fibre is different and is in the form of 
sensing physical parameters such as strain, temperature, pressure and vibration in structural 
components. By embedding a grid of fibre, a more thorough strain-mapping can be obtained 
than is possible via discrete strain gauges located on the surface of a structure. Fibre-optic 
sensors can also be configured to measure the internal chemical states in structures, such as 
the penetration of corrosion-causing de-icing salts in bridge decks.

2.6.1 Basic characteristics of optical fibres

An optical fibre, as shown in Figure 2.17, is a thread-like material with a circular cross section 
that makes use of the optical total internal reflection (TIR) to guide light waves (Fang et al. 
2012). It is often flexible, transparent and made of a high quality extruded glass (silica). The 
fabrication of silica fi bre is based mainly on modifi ed chemical vapour deposition (MCVD) 
technology (Akamatsu et al. 1977). The bare drawn fi bre is then coated with a plastic jacket 
and packaged into a cable to enhance its strength. Many kinds of optical cables have been 
developed, such as the single-fi bre cable, multi-fi bre cable and so on. Most of them are for 
telecommunication, but are also necessary and useful for fi bre sensor technology.

One of the basic characteristics of an optical fi bre is transmission loss. Even in fully pure 
silica, Rayleigh scattering loss still exists due to the thermal movement of molecules (Born 
and Wolf 1999). Infrared loss will be dominant in the longer wavelength band, thus a low-
loss window is formed in the wave band of 1–2  μ m, and the lowest loss appears at 1550 nm 
for silica fi bre (Shibata et al. 1981). It is customary to express the fi bre loss in a unit of deci-
bels per kilometre as follows:

 αdB = 10
L

P
Pf

lg in

Tr

  (2.17)

where:
 L f   is the length of the fibre
 P in  is the input power
 P Tr  is the transmitted power

Core
Cladding
Outside jacket

Figure 2.17   Schematic illustration of optical fi bres.
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Diverse mode is one of the important characteristics of optical fi bre. It is important to 
understand that the condition of the incident angle being larger than the critical angle for 
guiding light in fibre is just a necessary condition, not a sufficient condition (Fang et al. 
2012). The propagating light in the fibre must satisfy phase conditions at the boundary 
between core and cladding, that is, the phase shift of the light wave between successive 
refl ections keeps an integer multiple of 2π . The requirement results in one of the basic char-
acteristics of a guided wave: only with discrete angles will the light beams propagate in the 
fibre. Among them, the light with the smallest angle to the axis is termed the fundamental 
mode  and others are the high-order modes . When the core radius is small enough and/or 
the index step is low enough, only the fundamental mode can propagate inside. Such fi bre 
is called single-mode-fibre  and the other type is multi-mode-fi bre . The mode characteristics 
depend also on wavelength. For example, fi bre can be single-mode-fibre for longer wave-
lengths but become multi-mode-fi bre for shorter wavelengths.

Another important characteristic of fi bre is its chromatic dispersion, namely, the 
dependence of the refractive index on the optical frequency ω . It causes optical signal 
pulse broadening in fi bre communications and also brings about sensed signal impair-
ment in fi bre sensors. The dispersion is mainly attributed to two factors: one is the mate-
rial dispersion and the other is the effect of the waveguide on the propagation constant 
including the dispersion between modes and the intramodal waveguide dispersion (Fang 
et al. 2012).

2.6.2 Light propagation in optical fibre

As shown in Figure 2.17, although the basic structure of an optical fibre is almost the same, 
according to the different ways of light propagation in the fibre, it can be divided into several 
categories, for example, the step-index fi bre and the gradient-index fibre are two kinds of 
widely used and investigated fibre.

The step-index fibre consists of a core with refractive index n 1  and a cladding layer with 
index n 2  slightly lower than n 1 . The light propagating inside the core will be totally refl ected 
at the interface between the core and cladding layer when the incident angle is larger than 
the critical angle θ c  , and will be well confi ned in the core. According to Snell’s law, the criti-
cal angle is determined by the refractive indexes of the core and cladding:

 θc
n

n= ( )arcsin 2

1
  (2.18)

The gradient-index fibre is another kind of fibre, in which the core index descends with 
the radial distance r , expressed as
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where:
 p  is a positive real number
 a  is the core radius
 Δ   = (n 1  – n 2 )/n 1 

In the gradient-index fibre, the optical ray turns towards the axis where the peak index n 1  
is located, and takes a waved path.



Smart materials 51

Equations 2.18 and 2.19 are the basic and simple principles and characteristics for light 
propagation in fi bre through geometric optics theory. Notably, since the fi bre size is related 
to the order of optical wavelength, it is necessary to treat the fi bre as a dielectric waveguide 
and to get insights into wave evolution in optical fi bres by using electromagnetic theory. 
Electromagnetic theories of optical fi bres are available in quite a number of publications 
with different emphases (Snyder and Love 1983; Vassallo 1991; Tsao 1992; Yariv 1997; 
Agrawal 2004).

2.6.3  Fibre-optic sensors and their applications 
in smart civil structures

The main parameters of a light wave include amplitude, frequency, phase, polarisation state 
and intensity. All of them can carry information and thus can be used as sensor parameters. 
The changes of these parameters, in turn, are related to the measurands through the inter-
relationship between the optical phenomena and the specific measurands.

From a practical point of view, fibre-optic sensors can be divided into two broad classes, 
namely short- and long-gauge length optical fibre sensors, also known as discrete and 
distributed  optical fibre sensors. Discrete fibre-optic sensors determine the measurand over 
a specific segment of optical fibre, and are similar in that sense to those conventional sensors 
such as resistive foil strain gauges. They typically provide a measure of physical parameters 
over distances of several millimetres (≤ 20 mm). Distributed sensors make full use of opti-
cal fibres, in that each element of the optical fibre could be utilised for the purpose of both 
measurement and data transmission. Distributed sensors determine the locations and values 
of measurands along the entire length of the fibre. Due to their multi-point measurement 
capabilities, these sensors are most appropriate for application in large-scale civil structures. 
They typically measure physical parameters over distances of a few centimetres to a few 
metres (40 cm to 5 m).

The optical fibre sensors have unique merit, including but not limited to the following 
(Fang et al. 2012):

 1. Small size and weight
 2. Environmental robustness, water- and moist-proof
 3. Immunity to electromagnetic interference and radio frequency interference
 4. Capability of remote sensing and distributed sensing
 5. Safe and convenient, integration with signal transportation
 6. Capability of multiplexing and multi-parameter sensing
 7. Large bandwidth and higher sensitivity
 8. Lower cost and economic effectiveness

With such excellent properties, optical fibre sensors have found many applications in 
human social activities and daily living, from industrial production to cultural activi-
ties, from civil engineering to transportation, from medicine and health care to scientifi c 
research. Focusing on the application in civil engineering, the fibre Bragg grating (FBG) 
sensors could be viewed as the most widely used optical fibre sensors. The basic principle 
behind the FBG sensor is that its Bragg wavelength can be altered with a change in the 
grating period or the effective refractive index. The former is the case for strain and the lat-
ter for temperature variation. Demodulators or interrogators, roles of which are to extract 
measurand information from the light signals, are required for FBG sensors. The measurand 
is typically encoded in the form of a Bragg wavelength change, and hence, the interroga-
tors are typically expected to read the wavelength shift and provide measurand data. FBG 
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sensors have been tested in various fi elds such as bridges, dams, mines, composite laminates, 
geotechnical fi elds and railway systems (Grattan and Sun 2000; Lau et al. 2002; Nellen 
et al. 2002; Lee 2003; Rao and Huang 2008). More information on the introduction of fibre 
optical sensors as well as FBG sensors can be found in Chapter 3.

2.7 BIO-INSPIRED MATERIALS

Bio-inspiration is often referred to as biomimetics  or biomimicry , which is a relatively new 
science that studies nature and systems and then imitates or takes creative inspiration from 
them to solve human problems (Biggins et al. 2011). Bio-inspired materials mean materials 
created using the mechanisms and laws operating in biological organisms as inspiration. 
There are diverse bio-inspired materials. Only some bio-inspired materials of interest in 
developing smart civil structures, such as self-healing materials and bio-inspired materials 
for sensing systems, are discussed in this section.

2.7.1 Self-healing materials

Self-healing can be defined as the ability of a material to heal (recover/repair) damages 
automatically and autonomously, that is, without any external intervention (Ghosh 2009). 
For example, cracks in buildings that can close on their own lead to mechanical strength 
being recovered. Many common terms such as self-repairing, autonomic-healing and 
autonomic-repairing are used to define such a property in materials. Self-healing proper-
ties incorporated into man-made materials usually cannot perform the self-healing action 
without an external trigger. Thus, self-healing can be of the following two types: auto-
nomic (without any intervention) and non-autonomic (needs human intervention or external 
triggering). Focusing on the self-healing techniques used in civil structures, the materials 
employed for the repair of concrete and metal are introduced herein.

Concrete is the most widely used man-made building material and it is a well-known 
quasi-brittle material, that is, strong in compression but relatively weak in tension. For this 
reason, reinforcement is developed for the improvement of capacity when it is loaded in 
bending or in tension. Nevertheless, even in reinforced concrete, the formation of cracks 
is considered an inherent feature and the existence of cracks does not necessarily indicate 
a safety problem, for example, the crack may have occurred due to a variation in tempera-
ture. The presence of cracks, however, may reduce the durability of concrete structures and 
increase the risk of structural failure, especially in the case where the crack width is beyond 
the prescribed crack width limit. Therefore, the repair of concrete structures with too many 
cracks is required. Based on the properties of the materials, self-healing concrete can be 
categorised as autonomic and autogenic healing. A composite material which exhibits self-
healing capabilities due to the release of encapsulated resins or glues as a result of crack-
ing from the onset of damage is categorised as having autonomic-healing properties. If the 
healing properties of a material are generic to that material, such as cementitious material, 
the healing process is thus termed autogenic healing . To date, the adhesive-based healing of 
cementitious materials has been widely investigated and has proved to be capable of achiev-
ing a successful self-healing mechanism (Schlangen and Joseph 2009).

Metals have played a critical role in the history of human kind, and they continue to play a 
vital role in today’s society. The research on self-healing metals has also received considerable 
attention recently. According to their micro-structural characteristics, self-healing metals 
can be broadly classified into two categories: liquid-assisted and solid-state healing (Manuel 
2009). These categories describe the mechanism by which the self-healing metal transports 



Smart materials 53

matter to the damaged site. Research on the first category is often based on the employ-
ment of SMA wires, and the work in the second category focuses on aluminium alloys and 
steels. Already metal-matrix composites utilising a liquid-assisted healing mechanism have 
demonstrated the ability to recover tensile strength after large-scale damage, whereas metals 
using solid-state healing mechanisms have demonstrated high levels of damage tolerance and 
removal of internal cracks or voids. Both categories of self-healing metals have their own ben-
efits and limitations. It seems that for damage healing at all length scale and under various 
environmental conditions, a combination of liquid-assisted mechanism and solid-state heal-
ing mechanism should perhaps be used for complete self-healing. However, it is important to 
note that this research area is still in its infancy and although impressive, the healing ability 
of metals is still far from the characteristic healing behaviour seen in biological materials.

2.7.2 Bio-inspired materials for sensing systems

The studies on bio-inspired materials for sensing systems explore how we can learn from 
nature to provide new approaches for solving some of the challenges or difficulties we have 
encountered. The scope for bio-inspired applications to sensors and sensing systems is only 
limited by our imagination. The development such a system will depend on how it will be 
deployed and the required level of functionality. For instance, a passive sensor would have 
no need for power. It could be interrogated from a distance to obtain data. Alternatively, 
the system might be sedentary and have an engineered suite of sampling, transduction and 
processing capabilities that have minimal power and energy requirements that could be met 
by harvesting energy from the environment. Or the system might have a requirement to be 
highly mobile and carry a programmable range of sensors or be networked to other sensors 
or sensor systems to provide enhanced area coverage. The power requirements for this sys-
tem would be considerably greater.

One approach to facilitating the application of biotechnology and bio-inspiration to 
sensors and sensing systems is to develop a conceptual goal. In the broadest sense, the 
conceptual goal may never be fully realised. However, the conceptual goal enables a vision 
to be developed that allows or assists in the identifi cation of enabling technologies that are 
required or need to be developed for the realisation of the vision (Biggins et al. 2011).

A number of collection and sampling tools that we use in laboratories and on site today 
might be described as being bio-inspired or biomimetic. Even if the inspiration for these tools 
was not a natural system, the similarity between them and those found in natural systems is 
remarkable. For example, echolocation used by many animals for navigation has also been 
developed by human beings for distance measurement and location determination. Optical 
fibre sensors could be another simple example of humans understanding the characteristics 
of light propagation in the materials and utilising it for measuring and transmitting. Actually, 
many of the tools and concepts we use today have their provenance from the natural world. 
To fully understand and learn more from nature, interdisciplinary cooperation and research 
are necessary for the development of new materials and a new artifi cial system.

2.8 NANOMATERIALS

Recent research on nanomaterials has highlighted the potential use of these materials in 
various fields because of the special characteristics of materials at the nanoscale (Olar 2011). 
Nanomaterials can be defined as those physical substances with at least one dimension 
between 1 and 150 nm (1 nm = 10−9  m). The properties of nanomaterials can be very differ-
ent from those of the same materials at micro (10−6  m) or macro scale (10−6 –10−3  m).
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Nanoscience represents the study of phenomena and the manipulation of materials at the 
nanoscale, and is an extension of common sciences into the nanoscale. Nanotechnology can 
be defined as the design, characterisation, production and application of structures, devices 
and systems by controlling shape and size at the nanoscale. Nanotechnology requires 
advanced imaging techniques for studying and improving the material behaviour and for 
designing and producing very fine powders, liquids or solids of materials with particle sizes 
between 1 and 100 nm, known as nanoparticles  (Gogotsi 2006). Nanotechnologies can 
generate products with many unique characteristics that can improve the current construc-
tion materials: lighter and stronger structural components, low maintenance coatings, bet-
ter cementitious materials, low thermal transfer rate of fire retardant and insulation, better 
sound absorption and better reflectivity of glass (Lee et al. 2010).

One of the most important nanomaterials is the carbon tube. Carbon nanotubes are a 
form of carbon with a cylindrical shape. They can be several millimetres in length and can 
have one layer or wall or more than one wall (Lee et al. 2010). Nanotubes are members 
of the fullerene structural family and exhibit extraordinary strength and unique electrical 
properties, being efficient thermal conductors. For example, they have five times the Young’s 
modulus and eight times the strength of steel, while being one-sixth the density. Another 
expected benefit of carbon nanotubes is real-time SHM capacity (Mann 2006).

By combining the excellent properties of nanomaterials with smart functional materials, 
smart nanomaterials can be formed. Smart nanomaterials have caused a profound revolution 
in sensors and sensing applications. The use of smart nanomaterials in sensing applications 
enables the altering of texture in conventional sensing models into controlled modes. The 
unique electronic, magnetic, acoustic and light properties of nanomaterials, coupled with 
smart materials capable of responsiveness to external stress, electric and magnetic fields, 
temperature and moisture, make accurate, real-time and modulated analysis possible. Nano- 
and microelectrical mechanical systems (MEMS) sensors have been developed and used in 
construction to monitor and/or control the environment condition and the materials/struc-
ture performance. Nanosensors range from 10−9  to 10−5  m. These sensors could be embedded 
into the structure during the construction process and could monitor internal stresses, cracks 
and other physical forces in the structures during the structure service life (Lee et al. 2010).

NOTATION

A p  The cross-sectional area of the piston in ER or MR damper
b The width of the rectangular plate in ER or MR model
B The magnetic induction of magnetostrictive material
d Magneto-mechanical constant
d , g The matrix of piezoelectric strain constants and matrix of piezoelectric constants
D The vector of electric displacement of PZT
E The vector of applied electric field for PZT
E  SMA  Young’ s modulus of SMA
f Force provided by ER or MR damper
h The gap between two parallel plates in ER or MR model
H The magnetic field strength for magnetostrictive material
I The current applied to magnetostrictive material
L The effective axial pole length in ER or MR model
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L f  Length of the optical fibre
n The number of coil turns
n 1 , n 2 Refractive index of a core and a cladding layer of optical fibre
p' Pressure gradient of ER or MR fluid
P in , P Tr Input power and transmitted power for optical fibre
P y  The mechanical friction force in ER or MR damper 
Q Volumetric flow rate of ER or MR fluid
r , a Radial distance and core radius of optical fibre
sH The elastic compliance under constant magnetic field
S The matrix of compliance coefficients of PZT
S , T The mechanical strain and stress of magnetostrictive material
TSMA, T0

SMA The operating temperature for SMA and its initial conditions
U The relative velocity of the two plates in ER or MR model
v The relative velocity of ER or MR damper
α dB Transmission loss of optical fibre
γ  Shear strain of ER or MR fluid
Δ L , L The initial length of magnetostrictive material and its fractional length change
ε SMA, ε 0SMA The strain of SMA and its initial conditions
η Viscosity of ER or MR fluid
θ c  Critical angle of optical fibre
θ SMA Thermal elastic tensor for SMA
λ Magnetostrictive coefficient
μ T The magnetic permeability under constant stress condition
ξ , β The permittivity and impermittivity component of PZT
ξ SMA, ξ 0SMA The martensite fraction of the SMA and its initial conditions
σ , ε The stress and strain of PZT 
σ SMA, σ 0SMA The shear stress of SMA and its initial conditions
τ , τ y  Shear stress and yield stress of ER or MR fluid
Ω SMA Transformation tensor for SMA
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Chapter 3

Sensors and sensory systems

3.1 PREVIEW

A sensor is a converter that measures a physical quantity and converts it into a signal which 
can be read by an observer or an instrument. Sensors are one of the most critical compo-
nents of a smart civil structure since the smart performance depends on the quality of the 
data collected. There are a variety of physical quantities that must be measured in a smart 
civil structure, and accordingly, there are many types of sensors required to measure differ-
ent physical quantities. The physical quantities that need to be measured for civil structures 
can be categorised as three major types: 

 1. Loading sources such as gravity force, wind, seismic and traffic loading 
 2. Structural responses such as strain, displacement, inclination and acceleration and 
 3. Environmental effects including temperature, humidity, rain and corrosion

This chapter describes the characteristics, functions and installations of the most 
commonly used sensors, categorised according to the monitoring quantities. Some of these 
sensors are made of smart materials, introduced in Chapter 2. The general requirements for 
sensor performance and sensory systems are also discussed. It is noted that many new sensor 
technologies are being developed, which may not be included in this book.

3.2 WIND SENSORS

3.2.1 Anemometers

The traditional sensors widely used to measure wind speed and direction at the site of a 
smart civil structure are propeller and ultrasonic anemometers. The propeller anemometer 
as shown in Figure 3.1 can be directly used to record wind speed and direction. The propel-
ler anemometer is convenient and relatively reliable and sustainable in harsh environments, 
but it is not sensitive enough to capture the nature of turbulent winds at higher frequencies 
(Xu and Xia 2012). This is particularly true in situations where the wind speed or direc-
tion changes rapidly. The ultrasonic anemometer measures wind velocity through its three 
orthogonal components (see Figure 3.2). The ultrasonic anemometer is quite sensitive but 
it is not sustainable in harsh environments. The accuracy of the anemometers in measuring 
wind velocity must be maintained under heavy rain; that is, there should be no occurrence 
of spikes during heavy rainstorms. For a long suspension bridge, the anemometers are often 
installed at a few bridge deck sections on both sides, and along the height of the towers, so 
that not only wind characteristics at key points can be measured, but also the correlation 
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of wind velocity in both horizontal and vertical directions can be determined. For a tall 
building, the anemometers are often installed at the top of the building. The positions of 
the anemometers must be selected so as to minimise the effect of the adjacent edges of the 
bridge deck or the building itself on the airflow towards them. To meet this requirement, 
anemometer booms or masts are often needed so that the anemometer can be installed a 
few metres away from the bridge and building edges. The boom or mast may be equipped 

Figure 3.1   Propeller anemometer. (From http://www.junyangchina.com/ProductShow.asp?ID=182.)

Figure 3.2   3D ultrasonic anemometer. (From http://www.thiesclima.com/ultrasonic_anemometer_3d_e.
html.)

http://www.thiesclima.com/ultrasonic_anemometer_3d_e.html
http://www.thiesclima.com/ultrasonic_anemometer_3d_e.html
http://www.junyangchina.com/ProductShow.asp?ID=182
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with a retrievable device to enable retraction of the anemometer in an unrestricted and safe 
manner for inspection and maintenance.

3.2.2 Pressure transducers

Wind pressure transducers sense differential pressure and convert this pressure difference 
into a proportional electrical output for either unidirectional or bidirectional pressure 
ranges. To measure the pressure difference accurately, the location of the reference pressure 
transducer needs to be selected appropriately to avoid possible disturbances from the sur-
rounding environment. A simple schematic diagram of such a wind pressure measurement 
system is shown in Figure 3.3, as an example. Pressure transducers are sometimes installed 
to measure wind pressures and pressure distribution over a particular part of a building. 
They are also occasionally installed on the surface of the bridge deck to measure pressures 
and their distribution.

3.2.3 Wind profile measurements

In recent years, Doppler radar, Doppler sodar and global positioning system (GPS) 
dropsonde have become powerful devices for measuring boundary-layer wind profiles. 
The basic assumption for the measurement of winds by these profilers is that the tur-
bulent eddies which induce scattering can be carried along by the mean wind. With the 
aid of sufficient samples, the amplitude of such scattered energy can be clearly identi-
fied above the environmental noise, though the energy scattered by these eddies and 
received by the profiler is much smaller than the energy transmitted. The speed and 
direction of the mean wind within the volume being sampled can thus be determined 
accordingly.

Based on the usage of electromagnetic (EM) signals, Doppler radar wind profilers (see 
Figure 3.4a) can be employed to remotely sense winds aloft. Propagation of radar signals 
through the atmosphere is strongly dependent on local meteorological conditions, especially 
in the atmospheric boundary layer (Srinivasulu et al. 2006). Due to their small aperture, 
ultra-high-frequency (UHF) profilers operating around 900–1300 MHz are most suitable 
for measuring winds in the boundary layer and lower troposphere regions. Unlike the very 

Pressure measurement points

Model Reference pressure

Pressure tubes

Transducers
Data acquisition system

Host PC

Figure 3.3   Wind pressure measurement system.
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high-frequency (VHF) wind profiling radars, UHF radars are very sensitive for hydromete-
ors due to the small wavelength used. With the utilisation of sound waves, the Doppler sodar 
wind profiler (see Figure 3.4b) is capable of measuring wind speed at various heights above 
the ground and the thermodynamic structure of the lower layer of the atmosphere. These 
sodar profilers can be categorised as mono-static systems, in which the same antenna is used 
for transmitting and receiving signals, and bi-static systems, in which separate antennas are 
used. In mono-static systems, the atmospheric scattering is caused by temperature fluctua-
tions, whereas in bi-static systems such scattering is caused by both temperature and wind 
velocity fluctuations. The GPS dropsonde contains a GPS receiver, along with temperature, 
humidity and pressure sensors to capture thermodynamic data and atmospheric profiles. 
The first Omega-based dropsonde system was developed by the Atmospheric Technology 
Division of the National Center for Atmospheric Research (NCAR) in the early 1970s (Cole 
et  al. 1973). In the following years, a dropsonde based on GPS satellite navigation was 
further developed. The NCAR GPS dropsonde represents a major advance in both accu-
racy and resolution for atmospheric measurements over data-sparse oceanic areas of the 
globe, providing wind accuracies of 0.5–2.0 m/s with a vertical resolution of 5 m (Hock and 
Franklin 1999).

3.3 SEISMIC SENSORS

Seismometers are instruments that measure motions of the ground, including those 
of seismic waves generated by earthquakes, nuclear explosions and other sources. As 
ground motion causes its frame to move, a fixed reference point is required for a seis-
mometer taking measurements. Hence, the installation of a mechanical oscillator can be 
in the form of a mass-spring system (mobile mass attached to the frame by a spring) or a 
horizontal pendulum (mobile mass offset from the vertical axis of rotation). Accordingly, 
there is one way to classify the seismic sensors based on the measurement direction and 
the aforementioned properties of a mechanical oscillator: either vertical or horizontal. 
A vertical seismometer, which is used to measure vertical ground motion, utilises an 
oscillator based on the mass-spring system to compensate for gravity. A horizontal seis-
mometer, which is used to measure horizontal ground motion, is based on the horizontal 
pendulum principle.

(a) (b)

Figure 3.4   Wind profilers: (a) Doppler radar wind profiler and (b) Doppler sodar wind profiler. (From 
(a) https://www.eol.ucar.edu/content/pecan-integrated-sounding-arrays-pisas; (b) http://sentrex-
wind.com/sodar/.)

http://sentrex-wind.com/sodar/
http://sentrex-wind.com/sodar/
https://www.eol.ucar.edu/content/pecan-integrated-sounding-arrays-pisas
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Based on the range of vibration frequencies (or periods) that a seismometer can detect, 
seismometers can also be categorised as short-period seismometers and long-period, or 
broadband, seismometers. The short-period seismometer is constructed to have a short nat-
ural period and a correspondingly high resonant frequency which is usually higher than 
most frequencies in a seismic wave. For short-period seismometers, the inertial force pro-
duced by a seismic ground motion deflects the mass from its equilibrium position, and the 
displacement or velocity of the mass is then converted into an electric signal as the output 
proportional to the seismic ground motion. Long-period or broadband seismometers are 
built according to the force-balanced principle, in which the inertial force is compensated 
by an electrically generated force so that the mass moves as little as possible. The feedback 
force is generated with an electromagnetic force transducer through a servo loop circuit. 
The feedback force is strictly proportional to the seismic ground acceleration and is con-
verted into an electrical signal as the output. A strong-motion seismometer, which usually 
measures acceleration, is also built on the force-balanced principle and can be integrated to 
obtain ground velocities and displacements. Figure 3.5 is a photograph of a seismometer to 
be buried in a hole.

3.4 LOAD CELLS

3.4.1 Load cells

Load cells are used for the measurement of forces and other structural loads. Most load 
cells are designed to measure a single component of force and to be insensitive to force 
components in other directions and to bending moments (Huston 2010). These designs are 
executed with a variety of specialised, and often proprietary, internal geometries. According 
to the type of output signal generated (e.g. hydraulic, pneumatic and electric signal), there 
are various types of load cells such as hydraulic load cells, pneumatic load cells, strain gauge 
load cells and piezoelectric load cells.

A hydraulic load cell (see Figure 3.6a) operates on a mechanical force-balance principle, 
which enables it to measure weight based on variations of internal fluid pressure. With the 
increase of the external force, the pressure of the hydraulic fluid rises accordingly. The output 
is linear and relatively stable. The accuracy of such load cells can be within 0.25% of full 
scale or even better, if they have been properly installed and calibrated. Hydraulic load cells 

Figure 3.5   Photograph of a seismometer. (From https://en.wikipedia.org/wiki/File:CMG-40T_Triaxial_
Broadband_Seismometer.JPG.)

https://en.wikipedia.org/wiki/File:CMG-40T_Triaxial_Broadband_Seismometer.JPG
https://en.wikipedia.org/wiki/File:CMG-40T_Triaxial_Broadband_Seismometer.JPG
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are acceptable for various weighting applications, especially for use in hazardous areas, 
because they have no electric components.

A pneumatic load cell (see Figure 3.6b) is another kind of force-balance device that oper-
ates by measuring changes in air pressure. Air pressure is applied to one end of the diaphragm 
and it escapes through the nozzle placed at the bottom of the load cell. The deflection of the 
diaphragm would thus affect the airflow through the nozzle as well as the pressure inside the 
chamber. To measure the pressure inside the load cell, a pressure gauge is required; it is usu-
ally attached to the cell. The major advantages of pneumatic load cells include cleanliness 
for the environment, safety for utilisation and insensitivity to temperature variations. Thus, 
they are generally used to measure relatively small weights in industries where cleanliness 
and safety are of prime concern.

Although there are various types of load cells, strain gauge-based load cells are the 
most commonly used type (see Figure 3.6c). The basic working principle for strain 
gauge load cells is that they convert the load acting on them into electrical signals. 
When the material of the load cells deforms appropriately (usually in the linear elastic 
range), the strain gauge bonded onto this material deforms accordingly (e.g. stretches 
or contracts) resulting in the variations of the electrical resistance of the gauges. These 
variations provide electrical value changes that are relational to the load applied to the 
load cell.

Another widely used load cell is the piezoelectric load cell (see Figure 3.6d). It works on 
the same principle of deformation as the strain gauge load cells, but the changes of output 
voltage are generated through the variations of electrostatic charge, rather than electrical 
resistance. The electrostatic charge is generated by the quartz crystals of piezoelectric mate-
rial and is proportional to the applied force. This output is firstly collected on the electrodes 
sandwiched between the crystals, and then either converted to a low impedance voltage 
signal within the sensor or routed directly to an external charge amplifier for use. The 

(a) (b)

(c) (d)

Figure 3.6   Typical load cells: (a) hydraulic load cell, (b) pneumatic load cell, (c) strain gauge–based load cell 
and (d) piezoelectric load cell. (From (a) http://www.noshok.com/force_5000_series.shtml; (b) 
http://www.alibaba.com/product-detail/Pneumatic-load-cell-2klb-3klb-5klb_1956925324.html; 
(c) http://www.dj-sensor.com/Product/Detail.aspx?id=21; (d) http://www.forsentek.com/prode-
tail_26.html.)

http://www.forsentek.com/prode-tail_26.html
http://www.forsentek.com/prode-tail_26.html
http://www.dj-sensor.com/Product/Detail.aspx?id=21
http://www.alibaba.com/product-detail/Pneumatic-load-cell-2klb-3klb-5klb_1956925324.html
http://www.noshok.com/force_5000_series.shtml
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piezoelectric load cells are most suitable for application in the dynamic loading conditions, 
where strain gauge load cells may fail due to high dynamic loading cycles.

3.4.2 Weigh-in-motion

Weigh-in-motion (WIM) systems have provided an effective means of data collection for 
pavement research and facility design, traffic monitoring and weight enforcement. The 
WIM devices can measure the axle weight of passing vehicles, and thus the sum of the 
weight of the vehicles, the velocity of the vehicles and the distance between the axles (Xu 
and Xia 2012). These data can be used to evaluate the traffic load on bridges. Unlike older, 
static weigh stations, current WIM systems are capable of measuring weight at normal traf-
fic speeds and do not require the vehicle to stop, making them much more efficient. There 
are a few available WIM devices, such as a bending-plate WIM system with a strain gauge 
bonded to the underside of the plate scale (McCall and Vodrazka 1997); a piezoelectric 
WIM system using piezoelectric sensors embedded in the pavement which produce a charge 
when the tires induce the deformation on the pavement; a load cell WIM system utilising 
a load cell with two scales to weigh both right and left sides of the axle simultaneously; a 
capacitive-based WIM system with two or more metal plates; and a fibre-optic sensor-based 
WIM system.

A dynamic WIM station mainly consists of a metal housing with lightning protection, 
bending-plate sensors and processing board, induction loop detection and loop processor 
board, central processing unit and power supply, as schematically shown in Figure 3.7. The 
metal housing must have sufficient room to house an inner cabinet of suitable size where 
the control electronics with power supply and maintenance-free backup batteries can be 
located. Proprietary plug-in circuit boards are designed with individual lightning protec-
tion for the bending sensor monitoring, induction loop monitoring, data storage memory 
and additional serial interfaces. According to the velocity measurement range of passing 
vehicles, the WIM systems can be categorised as low-speed WIM and high-speed WIM.

As compared with static weight stations, WIM systems can record dynamic axle load 
information. Moreover, by screening vehicles within a threshold of a maximum permissible 
weight for the purpose of reduced queuing at weigh stations, WIM systems can provide 
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Figure 3.7   Schematic diagram of WIM system.
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considerable savings for both truckers and enforcement agencies, thus improving the capacity 
of weigh station operations. However, WIM systems are less accurate than static scales.

3.5 THERMOMETERS

Temperature, including structural temperature and ambient air temperature, is frequently 
measured in monitoring systems. It is widely recognised that changes in temperature signifi-
cantly influence the overall deflection and deformation of bridges and buildings. Restraint of 
movement can induce stresses within a bridge and a building. Excessive thermal stresses can 
damage bridges and buildings. The temperature is usually non-uniformly distributed over 
the entire structure and is different from the ambient temperature, due to heat transfer. The 
most widely used temperature sensors include thermocouples, thermistors and resistance 
temperature detectors.

A thermocouple is a temperature-measurement device that takes advantage of a phenom-
enon known as the Seebeck effect (i.e. whereby an electromagnetic field is generated in a 
circuit containing junctions between dissimilar metals if these junctions are at different tem-
peratures). It consists of two dissimilar conductors that contact each other at one or more 
spots. An electrical potential is created when the temperature of one of the spots differs 
from the reference temperature at other parts of the circuit. This potential is characterised 
by a coefficient known as the Seebeck coefficient. A simple description of the thermocouple 
circle is plotted in Figure 3.8. A thermocouple is a widely used type of temperature sensor 
for measurement and control, and can also convert a temperature gradient into electricity. 
It has a wide measurement range and is inexpensive and interchangeable, but it is less stable 
than the other two kinds.

Thermistors and resistance temperature detectors are based on the principle that resis-
tance of a material increases when the temperature goes up. They are generally more accu-
rate and stable than thermocouples. Resistance temperature detectors are usually made of 
platinum. The most common resistance temperature detectors used in industry have a nomi-
nal resistance of 100 ohms at 0° C and are called PT100 sensors. They are often employed 
in bridge monitoring exercises. Thermistors differ from resistance temperature detectors in 
that the material used in a thermistor is generally a ceramic or a polymer. Thermistors have 
a smaller temperature range (−90° C to 130° C) but typically have a higher precision rate 
than resistance temperature detectors.

Measuring
junction (hot)

Voltmeter 

Reference
junction (cold)

Heat source
Dissimilar metal wires

Figure 3.8   Description of the thermocouple circle.
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3.6 STRAIN GAUGES

The strain gauge is usually attached to an object by a suitable adhesive or proper installa-
tion for measurement of the strain. Foil strain gauges, fibre-optic strain gauges and vibrating 
wire strain gauges are commonly used sensors measuring strain in civil structures. Fibre-
optic strain gauges will be described in Section 3.9.

3.6.1 Foil strain gauge

Foil strain gauges, as shown in Figure 3.9a, are the most common type of strain gauge. 
They consist of a thin insulating backing which supports a fine metallic foil. The gauge is 
attached to the object by a suitable adhesive. As the object is deformed, the foil is stretched 
or shortened causing the change in its electrical resistance in proportion to the amount 
of strain, which is usually measured using a Wheatstone bridge. Foil strain gauges can be 
utilised in many situations, and the orientation of the gauges is quite critical in most cases. 
The preparation of the surface to which the strain gauge is to be attached, using special 
glue, is also important.

The length of most foil strain gauges is about a few millimetres to a few centimetres. Its 
full measurement range is about a few millistrain. The foil strain gauges are economical and 
can measure dynamic strains. However, their long-term performance (e.g. zero-stability) is 
not as good as that of other alternatives, particularly in a harsh environment. For example, 
the presence of moisture may result in electrical noise in the measurement and zero-drift. 
The principle of the self-temperature compensation is that the selected material of the gauge 
is matched to structural material, and thus the effect of the temperature is compensated by 
the gauge itself. However, it is usually difficult or impossible to make sure that the proper-
ties of the gauge material are similar to the structural material, especially in civil structures, 
for example, the concrete material. The dummy gauge technique is known as the non-self-
temperature compensation method to handle this situation. It should be also noted that in 
any case, it is better to keep the Wheatstone bridge voltage drive low enough to avoid self-
heating of the strain gauge.

3.6.2 Vibrating wire strain gauge

The vibrating wire strain gauge, as shown in Figure 3.9b, consists of a thin steel wire held 
in tension between two end anchorages. The wire vibrates due to an excitation with a short 
pulse, and the resonant frequency is measured. Forces within the structural element onto, 
or in, which the gauge is fixed, cause the length of the gauge to change. When the distance 

Base

Base length

Grid length

Grid
width

Base
width

Gauge lead
(a) (b)

Figure 3.9   Strain gauges: (a) foil strain gauge and (b) vibrating wire strain gauge. (From (b) http://www.
geokon.com/4000.)

http://www.geokon.com/4000
http://www.geokon.com/4000
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between the anchorages changes, the tension of the wire changes, and so too does the natural 
frequency. The change in the vibration frequency of the wire is transferred into the change 
in strain. The relationship between these terms can be described as follows (Thomson 1993; 
Neild et al. 2005):

 f
L

E w= 









1
2

1 2
ε
ρ

/

  (3.1)

where:
 f  is the fundamental resonance vibration frequency
 L  is the length of the wire
 E is Young’s modulus
 ρ  is the density of the wire
 ε w   is the strain of the wire

The captured strain can be transmitted over a relatively long distance (a few hundred 
metres to a few hundred kilometres) without much degradation. This is one advantage that 
vibrating wire gauges have over foil gauges.

The cost of the vibrating wire gauges is between that of the foil strain gauges and the 
fibre-optic strain gauges. Vibrating wire gauges are easy to install on the surface or embed 
in concrete. A typical vibrating wire gauge is about 100–200 mm long and has a measure-
ment range of 3000  µ ε  with a resolution of 1.0  µ ε , which is suitable for the monitoring of 
civil structures. A significant drawback of vibrating wire gauges is that they can measure the 
static strain only, as it takes seconds to obtain the frequency of the vibrating wire. Moreover, 
another disadvantage of vibrating wire gauges is that the gauges tend to be relatively large, 
requiring bulky cables for power supply and signal transmission.

3.7 DISPLACEMENT SENSORS

Displacement of civil structures serves as an effective indicator of their structural perfor-
mance condition. Large displacements or deformations may create hazardous conditions 
for people living in the building, and for traffic moving on the bridge, and excessive dis-
placements may affect the structural integrity. Displacement monitoring is thus needed. 
Equipment measuring the displacement includes linear variable differential transformers, 
level-sensing stations, tilt beam sensors, GPS, cameras and so forth.

3.7.1 Linear variable differential transformer

The linear variable differential transformer (LVDT), as shown in Figure 3.10a, is a com-
monly used electromechanical facility for measuring relative displacements based on the 
principle of mutual inductance. LVDTs are available in a wide range of linear stroke, rang-
ing from micrometres to 0.5 m. An LVDT consists of a hollow metallic tube containing 
one primary and two secondary coils and a separate movable ferromagnetic core. The coils 
produce an electrical signal that is in proportion to the position of the moving core. When 
the core is at the centre of stoke (named null position ), the values of these two secondary 
coils’ voltages are equal. Since the two secondary coils are connected in opposite directions, 
the voltages generated by them have different signs, resulting in the output of the LVDT 
being zero in this case. When the core is moved away from the centre, the induced voltage 
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is increased in one of the secondary coils but decreased in the other. This action can thus 
generate a differential voltage output proportional to the changes of the core position. As the 
core is moved from one side of null to the other, the phase of output signal alters abruptly 
by 180° . Notably, to avoid the occurrence of gross nonlinearity of the output signal and 
overheating of the coils, the core must always be fully within the coil assembly during the 
operation of LVDT.

The configuration of LVDTs gives it many commendable and outstanding characteris-
tics. The first distinguishing feature is very high resolution, mainly due to its friction-free 
operation. Normally, an LVDT is a frictionless device because there is no physical contact 
between the coil assembly and the movable core. This distinct feature is quite useful for 
many things, such as the fatigue-life testing of materials and structures, and for high-res-
olution dimensional gaging systems. The second outstanding characteristic is that the null 
position of an LVDT is stable and repeatable, even over a wide operating temperature range. 
This makes an LVDT perform well as a null position sensor in closed-loop control systems 
and high-performance servo balance instruments. Additionally, LVDTs have many other 
distinguishing features and benefits, such as long mechanical life, environmental robustness 
and fast dynamic response.

3.7.2 Level sensing station

The measurement of vertical displacement by the level sensors is in principle based on the 
pressure difference (see Figure 3.10b). The system utilises two or more interconnected fluid-
filled cells (the fluid is usually water), and the quasi-static gravity-induced movement of 
liquids for transduction. A fluid-carrying conductor connects the cells and allows for grav-
ity to equalise the height of the fluids in both cells. Relative vertical movement of the cells 
causes movement of water, and the variation in the water level is measured. The level-
sensing station can be very effective, but the requirement for running long fluid-conducting 
tubes between the cells is inconvenient. The level-sensing system can detect an elevation 
difference of about 0.5 mm.

3.7.3 Tilt beams

Tilt-beam sensors, as shown in Figure 3.10c, can be designed to measure differential dis-
placement and angular rotation in civil structures such as bridges, dams, tunnels and build-
ings. Tilt sensors are also referred to as inclinometers. A tilt beam can be installed in a 
horizontal direction to monitor settlement and heave, and in a vertical direction to moni-
tor lateral displacement and rotation. It basically consists of a rigid casing (or beam) with 
an electrolytic tilt sensor mounted at the centre of the beam. The tilt sensor is a precision 
bubble-level liquid that can conduct electricity and is sensed as a resistance bridge. The 
bridge circle outputs a voltage that is proportional to the relative inclination of the sensor. 
The casing, which typically reaches 1–2 m and sometimes 3 m in length, is mounted on a set 
of bolts that are anchored to the monitored structure. Once the structure is subject to move-
ment, the corresponding displacements change the tilt angle of the casing and the output of 
the sensor. By subtracting the initial reading from the current reading and multiplying it by 
the gauge length of the sensor (i.e. the distance between the anchors), the relative displace-
ment can then be determined.

When tilt beams are linked in a series, displacement measurements can be accumulated 
from anchor to anchor to provide a detailed profile of differential movement or settlement 
along the components of the structure without using external anchorage points. Tilt beams 
can be designed to operate within a range as low as ± 3 mm/m, but are more commonly 



Sensors and sensory systems 73

designed to operate with a range as high as ± 11 mm/m. The operating temperature for most 
commercially available tilt beams ranges between −20° C and 50° C, with the possibility of 
reaching 65° C for some products.

3.7.4 Global navigation satellite system

A global navigation satellite system (GNSS) is a satellite navigation system with global 
coverage. The Global Positioning System (GPS) of the United States was the first global 
operation GNSS in the world. The Russian GLONASS system and European Union Galileo 
system are other well-known global operational GNSSs. China is in the process of expand-
ing its regional BeiDou Navigation Satellite System into the global navigation system 
COMPASS by 2020.

The GPS has revolutionised all disciplines related to navigation, localisation and position-
ing. GPS, developed by the US Department of Defense in 1973, was originally designed to 
assist soldiers, military vehicles, planes and ships (Sahin et al. 1999). It consists of three parts: 
the space segment, the control segment and the user segment. The space segment is composed 
of 32 satellites in 6 orbital planes. Each satellite operates in circular 20,200 km orbits at an 
inclination angle of 55° , and each satellite completes an orbit in approximately 11 h and 57.96 
min (Hofmann-Wellenhof et al. 2008). The spacing of satellites in orbits is arranged so that at 
least six satellites are within line of sight from any location on the Earth’s surface at all times 
(Hofmann-Wellenhof et al. 2001). The control segment is composed of a master control station, 
an alternate master control station and shared ground antennas and monitor stations. The user 
segment is composed of thousands of military users of the secure precise positioning service, 
and millions of civil, commercial and scientific users of the standard positioning service.

Basically, a GPS receiver receives the signals sent by the GPS satellites high above the 
Earth, determines the transit time of each message, computes the distances to each satellite 
and calculates the position of the receiver. However, even a very small clock error multi-
plied by the very large speed of light (299,792,458 m/s) results in a large positional error. 
Therefore, receivers use four or more satellites to improve the accuracy of the positioning. 
Nevertheless, this accuracy is in the order of a metre and cannot be used for displacement 
monitoring of bridges, which is about in the order of a centimetre.

In practical application, the real-time kinematic (RTK) technique is used on the basis 
of carrier-phase measurements of the GPS, where a reference station provides the real-
time corrections. A RTK system (see Figure 3.11) usually consists of a base station receiver 
and a number of mobile units. The base station re-broadcasts the phase of the carrier that 
it measures, and the mobile units compare their own phase measurements with the ones 
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Figure 3.11   A schematic diagram of real-time kinematic (RTK) system.
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received from the base station. This system can achieve a nominal accuracy of 1 cm  ±  2 
parts-per-million (ppm) horizontally and 2 cm  ±  2 ppm vertically. In the foreseeable future, 
this can be improved further.

A few factors affect the accuracy of GPS measurements, in particular atmospheric con-
ditions and multi-path effects. Inconsistencies of atmospheric conditions affect the speed 
of the GPS signals as they pass through the Earth’s atmosphere. The GPS signals are also 
reflected by surrounding obstacles, causing delay of signals.

3.7.5 Camera

A charge-coupled-device (CCD) camera can also be used to measure displacements of 
civil structures. CCD cameras use a large number of pixels (dots) to form an image. The 
CCD camera method then utilises image-processing techniques for pixel identification and 
subsequent edge detection. The optical sensor used in these cameras is very sensitive to 
light. Thus, no artificial lighting is required to take an image of a civil structure. However, 
although a CCD camera has an optical sensor with a large number of pixels, the resolu-
tion provided may not be adequate for displacement measurements of a civil structure. The 
sub-pixel displacement-identification measurement method has been developed to improve 
accuracy if using digital cameras to levels comparable to those of traditional displacement 
transducers (Karellas et al. 1992).

3.8 ACCELEROMETERS

Although vibration can be measured in terms of velocity and dynamic displacement as well, 
acceleration can be measured more accurately. Accelerometers are widely used to measure 
the acceleration of civil structures induced by force excitation or ambient excitation. The 
acceleration responses of a structure are closely related to the serviceability and functional-
ity of that structure. In addition, vibration testing can be employed to obtain the natural 
frequencies, damping ratios and mode shapes of the global structure, which are directly 
associated with the mass, stiffness and damping characteristics.

In simple terms, an accelerometer is a mass spring-damper system that produces electrical 
signals in proportion to the acceleration of the base where the sensor is mounted. Selection 
of accelerometers should consider the following parameters: usable frequency response, sen-
sitivity, base strain sensitivity, dynamic range and thermal transient sensitivity. Installation 
of accelerometers and cables is also critical for good vibration measurement. There are four 
main types of accelerometers available: piezoelectric type, piezoresistive type, capacitive 
type and servo force balance type.

Based on the piezoelectric effect of quartz or ceramic crystals, piezoelectric type acceler-
ometers can generate an electrical output proportional to the applied acceleration when they 
are compressed, flexed or subject to shear forces. As the body of the accelerometer is subject 
to vibration, due to inertia, the mass mounted on the crystal would compress or stretch the 
piezoelectric crystal resulting in the generation of certain charges. According to Newton’s 
law of motion, this inertial force is proportional to the applied acceleration, and thus the 
generated charges are accordingly related to the applied acceleration. This charge output 
can then be either converted to a low impedance voltage output by the usage of integral 
electronics or directly measured as a charge output in a charge output piezoelectric acceler-
ometer. A schematic diagram of a piezoelectric type accelerometer is given in Figure 3.12a. 
Piezoelectric type accelerometers are very robust and stable in long-term use. However, the 
major drawback is that they are not capable of measuring a true direct current (dc) (0 Hz) 
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response, which makes them unsuitable for some civil structures with very low frequency, 
for example, around 0.1 Hz. Actually, the lower frequency limit of piezoelectric accelerom-
eters is generally above 1 Hz.

Piezoresistive type accelerometers utilise the piezoresistive effect to realise the signal 
transduction mechanism. The piezoresistive effect describes the variation of electrical resis-
tivity of a semiconductor or metal when subject to mechanical strain. A schematic diagram 
of a piezoresistive type accelerometer is shown in Figure 3.12b. According to the topological 
configurations of the sensing elements, the piezoresistive accelerometers can be basically 
classified into three categories: single clamped beams, where the seismic mass is suspended 
with only one beam; double-clamped beams, where the seismic mass is fixed between two 
(or more) beams; and, finally, axially loaded beams, where the seismic mass is accelerated in 
the axial direction of the beam (Engesser et al. 2009).

By using capacitive sensing techniques, a capacitive accelerometer is able to measure the 
acceleration on a surface. It is composed of an oscillator or any stationary component that 
has the ability to store capacitance. When the accelerometer is subject to vibration, the 
moving mass (see Figure 3.12c) alters the distance between two capacitor plates, resulting 
in the changes in their capacitance. This generated capacitance change causes variations of 
the electrical current or voltage in their connected electrical circuitry. The measured current 
or voltage is then used for the determination of the intensity and magnitude of the applied 
acceleration. Both piezoresistive and capacitive accelerometers are adequate for flexible civil 
structures as they can measure accelerations from dc level. Capacitive type accelerometers 
are very accurate and appropriate for low frequency and low-level vibration measurement, 
such as micro-g (gravity acceleration = 9.80 m/s2 ).
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Figure 3.12   Schematic diagrams of accelerometers: (a) piezoelectric type, (b) piezoresistive type, (c) capaci-
tive type and (d) servo force balance type.
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The servo force balance type accelerometer can be divided into two basic groups: the 
non-pendulous type, having a mass which is displaced linearly, and the pendulous type, hav-
ing an unbalanced pivoting mass with angular displacement. Generally, the force balance 
sensor is composed of a position detector, an amplifi er and an electromechanical system 
(see Figure 3.12d). When acceleration is applied to this assembly, a force is exerted on the 
mass and it will attempt to move from the null position. The varied position of the mass is 
then monitored by the position detector, and the current is generated accordingly. Since this 
current is proportional to the restoring force, which is equal to the input force through the 
calibrated mass, the applied acceleration can then be obtained based on Newton’s second 
law of motion. The force balance sensors have several advantages, including high accuracy, 
due to their low hysteresis performance, and small internal displacement, high stability and 
low thermal errors. The force balance sensors are suitable for dc and low-frequency mea-
surement, providing milli-g measurement capability.

3.9 FIBRE-OPTIC SENSORS

Fibre-optic sensor technology uses light to conduct measurement of physical properties in 
remote sensing applications. Optical fibres can be used as sensors to measure strain, tem-
perature, pressure and other quantities. For such purposes, the sensors modify a fibre so that 
the quantity to be measured modulates the intensity, phase, polarisation and wavelength 
of light in the fibre. Accordingly, fibre-optic sensors can be classified into four categories: 
intensity-modulated sensors, interferometric sensors, polarimetric sensors and spectromet-
ric sensors (Casas and Cruz 2003).

Intensity-modulated optical sensors make use of the variations of the intensity of 
the  transmitted or reflected light for the determination of the physical quantity. In 
principle, any parameter or variable that can cause intensity losses in the guided light 
can be measured by this kind of sensor. The intensity-modulated optical sensor can be 
easily implemented, is low cost, and has the ability of being multiplexed and performed 
as real distributed sensors. However, such sensors can only measure relative quantity, 
and a referencing system is usually required for the determination of accurate physical 
quantity.

Optical interference is a consequence of the wave nature of light. As the phase of a light 
field can be changed by external perturbations, the fibre-optic sensor can also be built 
based on the phase variations of a light field. A common case occurs with the splitting of 
a light beam into two parts, sending both down a separate path, rejoining the beams and 
then projecting the result onto a detector (Huston 2010). Depending on the relative phase, 
the rejoined light beams either add or subtract to form fringe patterns of varying intensi-
ties. Changes to the effective relative path-lengths alter the phase angles at the detector 
and cause the fringe patterns to shift. Interferometric sensors measure interference pattern 
shifts and can provide highly precise and accurate information about changes in physical 
parameters.

For polarimetric sensors, the modification of polarisation is obtained for the determina-
tion of the measurand. A polarisation-based fibre-optic sensor usually consists of a polar-
iser, a polarisation-maintaining (PM) fibre and an analyser (Yin et al. 2008). After passing 
through the polariser, the light beam becomes a polarised light in the polarimetric sensor. 
The PM fibre, which is able to generate birefringence effect based on its property of anisotro-
pic refractive index-distribution in the cross section, is then used to make the fibre sensitive 
to the polarisation direction of the incoming light. When subject to external perturbation 
(e.g. stress or strain), the output polarisation state would be altered accordingly. Thus, the 
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external perturbation can be determined by using an analyser to analyse the variations of 
the output polarisation state.

The spectrometric sensors monitor changes in the wavelength of the light. These sen-
sors, better known as fi bre Bragg grating (FBG) sensors, are the strain transducers of 
choice for many applications, and their confi guration, installation and data processing are 
extremely straightforward (Casas and Cruz 2003). The FBG sensor uses the Bragg effect 
for transduction. The operating principle of the FBG is that strain and temperature changes 
alter the effective Bragg grating spacing and the wavelength of the reflected signal (see 
Figure 3.13). Therefore, by analysing the varied shift in the central Bragg wavelength, the 
mechanical or thermal strain variations on the FBG can be determined accordingly. A linear 
representation is

 
∆ ∆Λ

λ
λ

ε α αB
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where:
 λ B  is the centre wavelength
 Δ  λ B  is the corresponding variant
 ε  is the mechanical strain
 Δ T  is the temperature shift
 P e   is the strain optic
 α  Λ  is the fibre thermal expansion
 α n   is the thermal-optic coefficient

Notably, the sensed information (shift in wavelength) in FBG sensors is an absolute 
parameter, and thus an absolute measurement will be obtained, instead of a relative one. 
Moreover, multiplexing can be easily implemented for FBG sensors due to the wavelength-
encoded nature of the output. The fact that the information is wavelength encoded also 
makes the sensor very stable to ageing, and allows absolute measurements of strain after 
long periods without recalibration.
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Figure 3.13   Principle of operation of an FBG sensor.
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A significant advantage of the aforementioned fibre-optic sensors is multiplexing; that 
is, several fibre-optic sensors can be written at the same optical fibre, and interrogated at 
the same time via one channel. In addition, fibre-optic sensors are very small in size and 
immune to electromagnetic interferences. They are also suitable for both static and dynamic 
measurements with a frequency from hundreds to thousands of hertz. Thus, the fibre-optic 
technologies are well suited to a very wide range of applications, such as sensing in strong 
electromagnetic fields, in high-temperature environments, in explosive environments and in 
very confined spaces. The major drawback of fibre-optic sensors is the high cost of both sen-
sors and the acquisition unit (or readout unit). In addition, the fibres are rather fragile and 
should be handled very carefully in the field installation.

In civil structure monitoring, FBG sensors can be cost-competitive, especially with the 
development of affordable readout instrumentation. Thus, they are commonly used for 
strain measurement in construction materials and bridges (Seim et al. 1999; Ni et al. 2009). 
The principle applied is that the strain variation causes the shift in the central Bragg wave-
length. Consequently, FBG strain sensors monitor changes in the wavelength of the light. 
Commercially available white light sources have a spectral width of around 40–60 nm. An 
FBG sensor with the measurement range of 3000  µ ε  takes a wavelength of 3 nm. Counting 
the spectral space between the sensors, one optical fibre can accommodate 6–10 FBG 
sensors.

Currently, there are many applications of different fibre-optic sensor systems to bridges 
and other civil structures around the world (Glišić and Inaudi 2007). The fibre-optic sen-
sors are utilised to monitor several of the most important parameters in bridge structures 
and other civil structures, such as crack (Austin et al. 1999), wear of bearings (Cohen et al. 
1999), corrosion (Lo and Shaw 1998), displacement (Vurpillot et  al. 1997), temperature 
(Stewart et al. 2005) and acceleration (Sun et al. 2006).

3.10 NON-CONTACT SENSORS

As the name implies, non-contact sensors mean that there is no physical contact between the 
sensor and the target material or structure. In civil engineering, the non-contact sensors are 
usually employed for displacement measurement. Such non-contact displacement sensors 
mainly work on the following four principles: laser triangulation, eddy current, capacitive 
and confocal.

Under the laser triangulation principle (see Figure 3.14a), a laser diode projects a visible 
point of light onto the surface of the target. The back-scattered light reflected from this 
point is then projected by a high-quality optical lens system. If the position of the target is 
changed, the movement of the reflected light can then be projected and analysed to deter-
mine the corresponding displacement. The eddy current principle (see Figure 3.14b) is an 
inductive measuring method basing on the changes in the impedance of a coil caused by a 
moving electrically conducting object. By considering the variations of amplitude and the 
phase position of the sensor coil, the measurand-induced impedance can be calculated by 
the processor and the displacement can thus be determined. Under the capacitive principle, 
sensor and target serve like two plate electrodes to form an ideal parallel plate capacitor 
(see Figure 3.14c). If an alternating current (ac) with constant frequency is applied to the 
sensor capacitor, the amplitude of the ac voltage on the sensor would be proportional to the 
distance between the capacitor electrodes. The technology based on the confocal principle 
works by focusing polychromatic white light onto the target surface using a multi-lens opti-
cal system (see Figure 3.14d). The light reflected from the target surface is collected by a 
receiver and used to detect the motion-induced spectral changes.
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Other non-contact measurement techniques, such as photogrammetry and videogram-
metry techniques, have been developed with the growth in inexpensive and high-per-
formance charge-coupled-device cameras and associated image techniques. Bales (1985) 
applied a close-range photogrammetric technique to several bridges for the estimation 
of crack sizes and deflection measurement. Li and Yuan (1988) developed a 3D photo-
grammetric vision system consisting of video cameras and 3D control points for mea-
suring bridge deformation. Olaszek (1999) incorporated the photogrammetric principle 
with the computer vision technique to investigate the dynamic characteristics of bridges. 
Based on the wavelet image edge detection techniques, the presence and location of dam-
age can be identified by using optical measurements (Patsias and Staszewski 2002). Ji 
and Chang (2008) and Zhou et al. (2010) employed these techniques for cable vibration 
measurement.

In addition to this, the non-contact sensors can also be used for velocity measurement. 
A  laser Doppler vibrometer (LDV) is an instrument that is used to make non-contact 
vibration measurements of a surface. The LDV basically uses the Doppler principle to 
measure velocity at the point to which its laser beam is directed. The reflected laser 
light is compared with the incident light in an interferometer to give the Doppler-shifted 
wavelength. This shifted wavelength provides information on surface velocity in the 
direction of the incident laser beam. An advantage of an LDV over similar measure-
ment devices, such as an accelerometer, is that the LDV can be directed at targets that 
are difficult to access, or that may be too small or too hot to be attached to a physi-
cal transducer. The LDV also makes the vibration measurement without mass-loading 
the target, which is especially important for very tiny devices such as micro-electro-
mechanical systems. Abe et al. (2001) and Kaito et al. (2001) have applied an LDV to 
measure vibration of bridge decks and stay cables. When the measurement grid was 
predetermined, the LDV automatically scanned 45 points at a high frequency such that 
one LDV could measure the vibration of all points at the same time. With one reference, 
the modal properties can be extracted. Yan et al. (2008) applied an LDV to measure the 
vibration of hard disk drives.

(a) (b)

(c) (d)

Figure 3.14   Schematic diagrams of the four principles for non-contact displacement sensors: (a) laser trian-
gulation principle, (b) eddy current principle, (c) capacitive principle and (d) confocal principle. 
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3.11 WEATHER STATIONS

In some applications, it is desirable to measure the environmental conditions such as ambient 
temperature, humidity, rainfall, air pressure and solar irradiation. A typical weather station 
usually integrates a few types of sensors, such as thermometers, barometers and hygrom-
eters, which are used to measure the above-mentioned parameters besides the wind speed 
and direction. The type of thermometer used in weather stations is discussed in Section 3.5. 
Solar irradiation intensity, air temperature and wind are important parameters for deriving 
the temperature distribution of structures. With temperature distribution, the thermal effect 
on the structural responses can be evaluated quantitatively. The barometer is used to measure 
air pressure, using whatever material is inside the instrument, mainly water (water-based 
barometers), mercury (mercury-based barometers), oil (vacuum-pump oil barometers) and 
aneroid (aneroid barometers). A hygrometer is employed for the measurement of moisture 
content in the atmosphere. The humidity is usually determined by calibration and calculation 
of the measurements of some other quantity such as temperature, pressure or mass variation.

Monitoring the moisture levels in structural material such as concrete, masonry and gyp-
sum is important when these materials are subject to freeze–thaw cycles. The presence of 
moisture within cavities can lead to frost damage and mould growth, which eventually 
results in the strength degradation of a civil structure. Since it is difficult to monitor mois-
ture in these materials using traditional techniques, the sensors used for these materials 
indirectly measure levels of moisture. Moisture content–based wood electric resistance sen-
sors, with incorporated thermistors, can be used for this purpose. One type of sensor is an 
embedded moisture sensor, also known as a Duff gauge sensor (see Figure 3.15). Duff gauge 
sensors have been used once evidence was produced of their reliable performance in both 
laboratory and field applications (e.g. Straube and Burnett 2005; Wilkinson et  al. 2007; 
Uddin et al. 2009). This sensor comprises a wood element with known moisture content 
characteristics. When the sensor is embedded in the material, it gains the same moisture 
level as the material itself through capillary absorption. The moisture content can then be 
calculated using the relationship between the moisture content and the electric resistance of 
the wood. An integrated temperature sensor is used for temperature compensation.

3.12 CHEMICAL AND CORROSION SENSORS

A chemical sensor is a small device that transforms chemical or biochemical information of 
a quantitative or qualitative type into an analytically useful signal as the result of a chemical 

�ermistor 

Epoxy 

Figure 3.15   Duff gauge sensor with embedded thermistor. (From http://smtresearch.ca/products/embedded-
moisture-sensor-ems.)

http://smtresearch.ca/products/embedded-moisture-sensor-ems
http://smtresearch.ca/products/embedded-moisture-sensor-ems
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interaction or process between the analyte gas and the sensor device (Stetter et al. 2003). 
Such chemical information includes composition, presence of a particular element or ion, 
concentration, chemical activity and partial pressure. Chemical sensors usually contain two 
basic components connected in a series: a recognition element (receptor) that is sensitive 
to stimuli produced by various chemical compounds (analyte) and a transduction element 
(transducer) that generates a signal whose magnitude is functionally related to the concen-
tration of the analyte. The function of the receptor can be fulfilled in many cases by a thin 
layer which is able to interact with the analyte molecules, catalyse a reaction selectively or 
participate in a chemical equilibrium together with the analyte. The non-electric signal is 
then processed and transformed into an electric quantity, voltage, current, impedance/con-
ductance or resistance by the transducer. The basic working principle is illustrated in Figure 
3.16.

Chemical sensors also include a special branch referred to as biosensors  for the recognition 
of biochemicals and bio-reactions. Although the use of biological elements as receptors – for 
example cells, tissues, organisms and enzymes – differentiates biosensors from conventional 
chemical sensors, the biosensor can be still considered a subset of chemical sensors because 
the transduction methods, sometimes referred to as the sensor platforms, are the same as 
those for chemical sensors (Stetter et  al. 2003). Based on the phases of the analyte, the 
chemical sensors can be broadly classified into gas, liquid and solid particulate sensors. 
Piezoelectric sensors can also be considered a kind of chemical sensor. In such sensors, the 
acoustic measurement is made by finding the resonant frequency of the piezoelectric solid, 
that is, it looks for the point of maximum admittance between the two electrodes. The reso-
nant frequency is a function of many variables, including mass loading, density, viscosity, 
pressure and temperature. The optical sensors mentioned before can also be considered as 
another widely used chemical sensor in civil engineering. If the analyte is placed at the inter-
face of the fibre and a coating, it will have the opportunity to interact with the light. If the 
conditions are appropriate for either absorption or emission, the intensity and wavelength of 
the characteristic light provide the opportunity to obtain an analytical signal for quantita-
tive and/or qualitative analysis.

Civil structures, especially steel structures and reinforced concrete structures, may be 
under threat from a combination of insidious challenges due to environmental conditions, 
such as accelerated deterioration mechanisms caused by temperature and humidity effect. Up 
to five environmental measurements are considered essential for monitoring corrosion and 
corrosive environments (Boller et al. 2009): time-of-wetness (ToW), temperature, relative 
humidity, chloride level and, possibly, pH. Corrosion sensors can be mechanical, electrical or 
electrochemical devices. These sensors are an essential element of all corrosion-monitoring 

Sample

Receptor Transducer

Amplifier Signal

Figure 3.16   Working principle of chemical sensor.
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systems, and thus the nature of the sensors depends on the various individual techniques 
used for monitoring. Only several widely used corrosion-monitoring techniques are men-
tioned herein for examples: corrosion coupons, the electric resistance technique, inductive 
resistance probes and the corrosion potential monitoring technique.

The simplest and longest-established method of estimating corrosion losses in plant and 
equipment is weight loss analysis. A sample (coupon) of the metal or alloy of interest is first 
weighed and introduced into the process, and later removed after a reasonable time interval. 
The coupon is then cleaned of all corrosion products and is reweighed. The weight loss can 
thus be easily obtained and converted into a total thickness loss or average corrosion rate 
using proper conversion equations. The electric resistance technique is a widely used method 
for measuring material loss occurring in the interior of plant and pipelines. This technique 
operates by measuring the change in electric resistance of a metallic element immersed in 
a product media relative to a reference element sealed within the probe body. To minimise 
the influence of changes caused by the ambient temperature, the procedure of temperature 
compensation is first required, and the resistance ratio is then measured to determine the 
metal loss. Inductive resistance probes have many similarities to electric resistance probes 
but offer significantly improved sensitivity. A coil is located in the sensor element, and the 
variation of its inductive resistance is used to identify the weight loss caused by the corro-
sion. For a given sensor element life, these probes will tend to show up a change in corrosion 
rate much sooner than the equivalent electric resistance version. The measurement of the 
corrosion potential is a relatively simple concept, with the underlying principle widely used 
for monitoring reinforcing steel corrosion in concrete and structures. Changes in corrosion 
potential can also give an indication of active/passive behaviour in stainless steel.

3.13 SENSOR PERFORMANCE AND SENSORY SYSTEMS

As has been demonstrated, different types of sensors are used in measuring different 
quantities. Equally, various techniques are employed – with different sensors – for mea-
suring the same quantities. The sensor performance depends on many factors, for example 
the measurement range, sensitivity, resolution and operating condition. Attention is also 
paid to the reliability of the sensor to continue functioning over an extended period of 
time. The careful and appropriate selection of these parameters significantly influences 
the performance of sensors and the result of the measurement (Ç atbaş  et al. 2013; Farrar 
and Worden 2013).

A sensory system is a group of specialised sensors with a communication infrastructure 
intended to monitor and record conditions at diverse locations of a civil structure. It inte-
grates sensors, data processors, data controllers, data links and power supply. Before a sen-
sory system can be operated, it is subject to careful calibration. Calibration is the process of 
determining the relationship between the quantity to be measured and the signal generated 
so as to produce meaningful data. The stability of calibration is another critical property of 
a sensory system.

The capability of a given sensory system can far exceed the sum of the capabilities of indi-
vidual sensors. There are two basic types of sensory systems usually involved in the applica-
tion of civil structures: wired sensory systems and wireless sensory systems. Wired systems 
typically run electrical cables between the sensing nodes for both power supply and com-
munication, whereas wireless systems use wireless data connections and transmissions for 
connecting network nodes. Both wired sensory systems and wireless sensory systems will be 
discussed further in Chapter 5. The performance of a sensory system depends not only on the 
performance of individual sensors but also on other factors, such as the number, type and 
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location of the sensors installed in a civil structure. This important, yet challenging topic will 
be discussed in Chapters 8 and 11. After a sensory system has been selected, a subsequent step 
is to define the sampling parameters for the data-acquisition system. The parameters include 
the sampling rate, the sampling duration and when to sample the data. The selection of these 
parameters depends on not only on the measured quantities but also on the data storage and 
processing strategies (Farrar and Worden 2013), which will be further discussed in Chapter 5.

NOTATION

E , ρ Young’ s modulus and density of the wire 
f The fundamental resonance vibration frequency of wire
L  The length of the wire for vibrating wire strain gauge
P e  , αΛ , αn  The strain optic, fibre thermal expansion, and thermal-optic coefficients for 

FBG sensor
Δ T Temperature shift for FBG sensor
ε The mechanical strain on FBG
ε w  The strain of the vibrating wire strain gauge 
λ B , Δ λ B The centre wavelength and its corresponding variant for FBG sensor
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Chapter 4

Control devices and control systems

4.1 PREVIEW

Control devices are responsible for moving or controlling a civil structure. Control devices 
discussed in this chapter include not only the actuators operated by a source of energy 
but also the dampers operated without external energy. Control devices play a critical role 
in smart civil structures and allow the alternation of structural characteristics as well as 
the reduction of structural responses in a passive, semi-active and/or active manner. Many 
types of control devices, using or not using smart materials, have been developed for vari-
ous applications. They can be classified as base isolation devices, passive energy dissipa-
tion devices, active control devices, semi-active control devices and hybrid control devices 
according to the controlled manner of a civil structure. Although base isolation devices and 
passive energy dissipation devices have limited intelligence as they are unable to adapt to 
external excitations and structural responses, they lay a foundation for developing most 
active, semi-active and hybrid control devices. 

This chapter thus provides a brief introduction to the control devices used in civil struc-
tures with reference to the excellent book written by Cheng et al. (2008). The basic principle 
and characteristics of each type of device are presented and discussed. The configuration of 
a complete control system and its control performance are concisely laid out and detailed 
information is provided in the subsequent chapters.

4.2 BASE ISOLATION DEVICES

Seismic base isolation is a technique that mitigates the effects of an earthquake using a flex-
ible base composed of a specific material with low lateral stiffness that filters out the energy 
of high frequencies from potentially dangerous ground motion. Since low- and medium-rise 
building structures are of relatively high frequencies, base isolation devices are designed to 
provide seismic protection for these types of buildings in an effective manner. The basic goal 
of such devices is to prevent the superstructure from absorbing earthquake energy so that 
the structural responses, including accelerations and inter-story drifts, will be significantly 
reduced. Earthquake protection of structures using the base isolation technique is generally 
suitable if the following conditions are fulfilled (Deb 2004): 

 1. The subsoil does not produce a predominance of long period ground motion. 
 2. The structure is fairly squat with sufficiently high column load.
 3. The site permits horizontal displacements at the base of the order of 200 mm or more.
 4. Lateral loads due to wind are less than approximately 10% of the weight of the 

structure.
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The concept of modern seismic base isolation emerged in the early 1970s, but the design 
and construction of base-isolated buildings increased exponentially until the late 1980s. 
Early reviews on the seismic isolation technology can be found in many sources (e.g. Kelly 
1986; Buckle and Mayes 1990; Taylor et al. 1992; Skinner et al. 1993; Naeim and Kelly 
1999). Later, Symans et al. (2002) provided a literature review on the application of base 
isolation and supplemental damping devices for mitigating the effect of strong earthquakes. 
Kunde and Jangid (2003) presented a technical review of isolated bridge systems against 
earthquake excitation with emphasis on their theoretical and parametric studies. The 
American Society of Civil Engineers (ASCE) prepared a recent primer, which describes fun-
damentals of seismic isolation, analysis and design of isolated structures, practical issues for 
implementation and hardware requirements (Taylor and Igusa 2004). A task group (TG44) 
of the International Council for Research and Innovation in Building and Construction 
(CIB) presented a state-of-the-art report that introduces various devices for seismic isola-
tion, compares design codes worldwide and describes the current state of seismic isolation 
practice among countries (Higashino and Okamoto 2006). 

Detailed information on the application of base isolation and supplemental damping 
devices for mitigating the effect of strong earthquakes can also be found in Cheng et al. 
(2008). More recently, Warn and Ryan (2012) described widely used seismic isolation hard-
ware, the recent development of a full-scale shaking table test and the past efforts to achieve 
three-dimensional seismic isolation.

Seismic isolation bearings are generally classified into two categories: elastomeric-type 
bearings and sliding-type bearings (Warn and Ryan 2012). Although some other types of 
bearings with the integrated characteristics of elastomeric and sliding bearings exist, the 
aforementioned two basic types are predominantly used in civil structures. Therefore, the 
following subsections focus on the introduction of these two types of bearings.

4.2.1 Elastomeric bearings

Natural rubber was initially used for the fabrication of elastomeric bearings. Later, syn-
thetic rubber such as neoprene was developed as an alternative to natural rubber for bearing 
fabrication. For the purpose of reducing the bearing’s vertical deformation and keeping the 
rubber layers from laterally bulging, intermediate steel shim plates are added into bear-
ings, as shown in Figure 4.1a. Moreover, a rubber cover is employed for protecting the steel 
shim plates and internal rubber layers from stiffness degradation caused by environmental 
effects, such as corrosion and ozone attack.

Elastomeric bearings can be broadly categorised as 

 1. Low-damping natural or synthetic rubber of which the equivalent damping ratio 
ranges between 2% and 3% at 100% shear strain

 2. High-damping rubber of which the equivalent damping ratio can reach 20% or even 
30% at 100% shear strain

External supplemental damping devices, for example, viscous fluid dampers or yielding 
steel bars are often utilised in parallel with low-damping rubber bearings to limit or reduce 
displacements across the isolation interface. By adding some other materials such as car-
bon black to the raw rubber during the mixing process, a higher level of damping can be 
achieved and the high-damping rubber bearings (HDRBs) can be produced accordingly. A 
more detailed description of the HDRBs will be given later.

The shape factors ‘S ’ from 15 to 25 (HITEC 1998a,b) and as high as 30 (Kelly 1991) are 
traditionally used for the design of elastomeric seismic isolation bearings. The shape factor 
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for a single rubber layer is defined as the loaded area over the area free to bulge. By proper 
transformation, the relationship of the vertical and horizontal stiffness of the elastomeric 
bearing can be revealed with the aid of the shape factor. For example, for circular bearings, 
K v  /K h   = 6S 2 , where K v   and K h   are the vertical and horizontal stiffness of the elastomeric 
bearing, respectively. It can be seen that with the shape factors in the range of 15–30, the 
vertical stiffness is thousands of times greater than the horizontal stiffness. Consequently, 
such bearing isolation systems typically have vertical isolation periods ranging from 0.03 to 
0.15 s, and only horizontal isolation is provided by them.

4.2.2 Lead-plug bearings

Lead-plug bearings are elastomeric-type bearings. With an additional lead plug that is 
tightly fitted into a central hole in the bearing (see Figure 4.1b), lead-plug bearings were 
developed for enhancing the energy dissipation capabilities of elastomeric bearings. Due 
to plastic deformation of the lead core, the energy dissipation mechanism of this type of 
bearing is mainly hysteretic and can be analytically presented by a Bouc–Wen or rate-inde-
pendent plasticity model (Nagarajaiah et al. 1991). The imposed horizontal force would 
significantly influence the performance of the lead-plug bearing on seismic isolation. When 
the horizontal force applied to the lead-plug bearing is small, the movement of the steel 
shims is restrained by the lead core and thus a higher level of horizontal stiffness as well as 
an elastic restoring force will be provided as compared with elastomeric bearings. As the 
horizontal force becomes larger, the lead core is forced to deform or yield by the steel shims, 
and hysteretic damping is provided by the lead core for energy absorption.

Similar to elastomeric bearings, the vertical stiffness of a lead-plug bearing is typically 
thousands of times larger than the horizontal stiffness, and thus only horizontal isolation 
is provided by this type of bearing. Moreover, for both bearings (i.e. elastomeric bearings 
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Figure 4.1   Schematic diagrams of elastomeric and lead-plug bearings: (a) elastomeric bearing and (b) lead-
plug bearing.
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and lead-plug bearings), uplift or tension is considered undesirable and great efforts have 
been made in the design process to avoid uplift and control the vertical movements within 
an acceptable range (Robinson 1982; Griffith et al. 1990; Liu et al. 2009).

4.2.3 High-damping rubber bearings

It is known that the mechanical characteristics of bearings are also significantly dependent 
on their compounds. Therefore, besides adding a lead plug to form the aforementioned 
lead-plug bearings, another effective method to improve the performance of the elastomeric 
bearings is to modify the rubber compounds regardless of whether the rubber is natural or 
synthetic. HDRBs are also elastomeric-type bearings. In the manufacture of HDRBs, the 
rubber is vulcanised together with other materials such as plasticizer, oil and carbon black, 
resulting in specifi c characteristics, for example, maximum strain dependency of stress 
evolution, energy-absorbing properties and hardening properties during rubber processing. 
HDRBs are capable of supporting vertical loads with limited or negligible deflection but 
horizontal loads with large deflections.

Various models have been developed and employed to represent the relationship between 
the horizontal force and the deformation of HDRBs. Because of their simplicity, equivalent 
linear models are commonly used for the design purposes of isolated structures equipped 
with HDRBs, such as those specified by the Public Works Research Institute of the Japanese 
Ministry of Construction (Kawashima 1992) and the American Association of State 
Highway and Transportation Officials (AASHTO 2014). Moreover, to capture the nonlin-
ear mechanical behaviour of the HDRBs more accurately, bilinear model, trilinear models 
and varieties of nonlinear strain rate–dependent models have also been developed. Notably, 
some other factors, such as ageing and temperature, somehow affect the mechanical proper-
ties of HDRBs.

4.2.4 Friction pendulum bearings

The friction bearing was initially considered using a flat sliding surface. In this type of bear-
ing, the friction force generated on the sliding surface is used to resist the imposed lateral 
force. However, since the imposed lateral force is basically less than the resistance generated 
from friction after an earthquake, the building structure cannot return to its original posi-
tion, which can be considered a major disadvantage of a friction bearing. The accumulation 
of this kind of shift will finally exceed the bearing’s range and result in the failure of the 
bearings. To overcome this drawback, a friction bearing with a spherical or concave sliding 
surface, called a friction pendulum bearing  (FPB), was developed (see Figure 4.2a).

Articulated slider

Base plate

Spherical concave dish

Sliding interface

Top articulated slider

Bottom articulated
slider

Bottom concave sliding surface

Top concave sliding surface

(a) (b)

Figure 4.2   Schematic diagrams of friction pendulum bearings: (a) single concave surface and (b) double 
concave surface.
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The resistance of an FPB to horizontal forces is limited due to a low friction coefficient 
designed on the sliding interface (normally approximately 3%). The stainless steel and 
polytetrafluorethylene (PTFE)-type materials are usually used as bearing materials at the 
sliding interface for most friction bearings. As shown in Figure 4.2a, a single FPB is basi-
cally composed of a spherical concave dish, an articulated slider and a base plate. The 
frictional resistance and energy dissipation are provided by the friction of the sliding sur-
face, and the restoring force can be obtained from the radius of curvature of the spherical 
concave dish if the FPB is not in its equilibrium position after the earthquake attack. From 
a construction perspective, a multiple FPB differs from a single FPB only because more than 
one concave surface is being used in the bearing, such as double concave surfaces (Fenz 
and Constantinou 2006), as schematically shown in Figure 4.2b, or four concave surfaces 
(Fenz and Constantinou 2008; Becker and Mahin 2012). The benefit of the multiple FPBs 
over a single FPB is that they allow an adaptive force-deformation behaviour, whereby the 
stiffness and damping properties of the bearing can change at predetermined displacement 
amplitudes (Fenz and Constantinou 2008). Moreover, since the horizontal movement of the 
bearing is contributed by two or more concave surfaces, the multiple FPBs can achieve the 
same horizontal movement with reduced bearing size as compared with the single FPB.

By using coated Teflon on the stainless steel to protect the sliding surface from corrosion, 
the FPBs can often operate with low maintenance, which is considered one of the advan-
tages of such bearings. Moreover, the torsional effects caused by the asymmetric building 
and mass irregularities are naturally balanced by the corresponding spatial variation in the 
restoring force, such that the associated torsional response is minimal. Therefore, the FPBs 
are able to effectively reduce the large levels of the superstructure’s acceleration under a 
variety of severe earthquake loading.

4.2.5 Other types of base isolation devices

The combination of elastomeric-type and sliding-type bearings creates some other types of 
base isolation devices, for example, a pot-type bearing as shown in Figure 4.3. The elastomer 
in the pot bearing is confined by a pot-like piston coated by Teflon on its surface. The top 
steel plate behaves like the piston and the elastomer functions like a VF inside a hydraulic 
jack. Owing to the confinement of the piston, the elastomer is prevented from bulging under 
high pressure. Besides being able to hold substantially high pressure, the pot-type bearings 
enable slight rotations under homogeneous compression stress as well. Some other advan-
tages of pot bearings include large movement, high durability, higher allowable compression 
stress resulting in reduced bearing size and the ability to be designed for vertical tension.

Figure 4.3   Photograph of a pot-type bearing. (From http://www.qiaoliangzhizuo.org/product/psxjzhizuo.
html.)

http://www.qiaoliangzhizuo.org/product/psxjzhizuo.html
http://www.qiaoliangzhizuo.org/product/psxjzhizuo.html
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The combined device tested by Earthquake Engineering Research Center (EERC) at 
Berkeley, California, and the hybrid Taisei shake suspension system (Naeim and Kelly 1999) 
can be considered as another application of the simultaneous use of elastomeric- and sliding-
type bearings by installing both bearings in different locations of the building foundations. 
The sliding bearings are used to support the vertical loads, whereas the elastomeric bearings 
are designed to resist lateral force and provide restoring force. The configuration of such 
base isolation devices is significantly important because the bearings may experience high 
tensile force with inappropriate placement.

Besides the idea of a combination of elastomeric- and sliding-type bearings, there are 
other types of base isolation systems based on the concept of passively dissipated energy, 
such as spring-type systems, resilient-friction base isolation systems and sleeved-pile isola-
tion systems (Cheng et al. 2008). However, some systems are only limited to certain types 
of building structures and some are not yet commercially available.

4.3 PASSIVE ENERGY DISSIPATION DEVICES

All vibrating structures dissipate energy due to internal stressing, rubbing, cracking, plastic 
deformations and so on. The larger the energy dissipation capacity, the smaller the ampli-
tude of vibration. Methods of increasing the energy dissipation capacity are thus effective in 
reducing vibration amplitudes. Passive energy dissipation devices, which encompass a range 
of materials for enhancing damping and stiffness, can be used for reducing structural vibra-
tion. Serious efforts have been undertaken to develop such passive devices for several decades 
and there is a comprehensive body of literature reviewing these devices (Housner et al. 1997; 
Soong and Dargush 1997; Soong and Spencer 2002; Cheng et al. 2008). Although no exter-
nal power or structural response measurements are required for such passive devices, they 
are able to generate damping forces when the vibration gets higher. However, owing to the 
properties of the damper itself, passive devices only have a limited control capacity. This 
section introduces the following typical passive devices: metallic dampers, friction dampers, 
viscoelastic (VE) dampers, viscous fluid (VF) dampers, tuned mass dampers (TMDs) and 
tuned liquid dampers (TLDs).

4.3.1 Metallic dampers

One of the effective mechanisms available for the dissipation of structural energy under 
an earthquake is through inelastic deformation of metals. The traditional seismic-resistant 
design of civil structures relies upon the post-yield ductility of structural members to pro-
vide the required energy dissipation capacity. This concept led to the idea of using metallic 
hysteretic dampers to absorb a large portion of the seismic energy in the early 1970s (Kelly 
et al. 1972; Skinner et al. 1974). Since then, many new designs have been proposed, includ-
ing X-shaped and triangular (or hourglass-shaped) steel plate dampers (Whittaker et al. 
1991). A schematic diagram of an X-shaped plate damper or an added damping and stiff-
ness (ADAS) device is given in Figure 4.4 as an example. Other confi gurations of metallic 
yield dampers, used mostly in Japan, include a shear panel type as well as a bending type 
of honeycomb and slit dampers (Soong and Spencer 2002). Alternative materials, such as 
shape-memory alloys and lead, have been investigated as well (Aiken and Kelly 1992). The 
distinguishing features of metallic yield devices include their stable hysteretic behaviours, 
long-term reliability, low-cycle fatigue property and relative insensitivity to environmental 
temperature. They can be utilised to upgrade the seismic-resistant capacity of existing struc-
tures or to improve the seismic-resistant design of new structures.
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Different from the aforementioned devices, a tension/compression yielding brace, which 
is also called an un-bonded brace (Wada et al. 1999; Clark et al. 1999), has a variant type 
but operates on the same metallic yielding principle. As shown in Figure 4.5, the un-bonded 
brace is a bracing member consisting of a core steel plate encased in a concrete-filled steel 
tube (Soong and Spencer 2002). A special coating is provided between the core plate and 
concrete in order to reduce friction. The core steel plate provides stable energy dissipation by 
yielding under reversed axial loading, while the surrounding concrete-filled steel tube resists 
compression buckling.

4.3.2 Friction dampers

Friction provides an effective, reliable and economical mechanism for dissipating kinetic 
energy by converting it to heat. In the design of friction dampers, two solid bodies that 

(a) (b)

Figure 4.4   Schematic diagram of ADAS device: (a) side view and (b) front view.
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Figure 4.5   Schematic diagram of the un-bonded device: (a) top view and (b) side view.
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are able to slide relative to each other are required for generating the desired friction force. 
Since the composition of the interface is of great importance for ensuring the longevity and 
durability of these devices, compatible materials must be employed to maintain a consistent 
friction coefficient over the service life of the devices. Moreover, for normal operation it is 
also important to minimise stick-slip phenomena to avoid introducing high-frequency exci-
tation to the overall structural systems.

Several types of friction dampers have been developed for the purpose of structural vibra-
tion suppression. The X-braced friction damper, developed by Pall and Marsh (1982), is 
an example of such a device (see Figure 4.6). Some other friction dampers, for example, 
Sumitomo friction damper (Aiken et al. 1993), energy dissipating restraint device (Nims 
et al. 1993), slotted-bolted connection energy dissipator (FitzGerald et a1. 1989; Grigorian 
et al. 1993) and Tekton friction damper (Li and Reinhorn 1995), have also been investi-
gated. Typically, these devices exhibit good control performance and their behaviour is not 
significantly affected by loading frequency, loading amplitude or even the number of loading 
cycles.

In the past several decades, there have been a number of applications of friction dampers 
to enhance the seismic protection of new and retrofitted structures, including the use of the 
X-braced friction damper in Canada and the United States (Pall and Pall 1993, 1996), the 
slotted-bolted connection in the United States (Grigorian et al. 1993), and the Sumitomo 
friction dampers in Japan (Aiken and Kelly 1990). Ng and Xu (2006a,b) also carried out 
both analytical and experimental investigations to explore the possibility of using friction 
dampers to connect a podium structure to a main building in order to reduce the seismic 
responses of both structures. One challenge for the implementation of a friction damper 
in practical situations is that it is often difficult to maintain the mechanical properties of 
these devices over a prolonged time interval. In particular, the friction-generating capacity 
of the damper would be significantly influenced by corrosion, relaxation of the sliding metal 
interface and the deformation caused by temperature variations. Moreover, the difficulty 
in analysing and designing the nonlinearity performance of the friction dampers could be 
considered another challenge, which limits the application of friction dampers.

Column
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Links Hinge

Slip joint with 
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Figure 4.6   Schematic diagram of X-braced friction damper.
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4.3.3 Viscoelastic dampers

VE dampers utilise specific high damping VE materials, for example, rubber, copolymers or 
glassy substances, to dissipate kinetic energy through shear deformation. The application 
of VE dampers to civil structures began in 1969 when approximately 10,000 viscoelastic 
dampers were installed in each of the twin towers of the World Trade Center in New York 
to reduce wind-induced vibration (Mahmoodi 1969).

A typical VE damper (see Figure 4.7) encompasses several VE layers bonded with steel 
plates. When the relative motion between the outer steel flanges and the centre plates is 
induced by structural vibration, shear deformation and hence energy dissipation takes place 
in this type of damper. The behaviour of VE materials under dynamic loading depends on 
vibrational frequency, strain and ambient temperature. This can present a problem in the 
design process because the properties of VE materials can only be expressed by shear stor-
age modulus (measure of the energy stored and recovered per cycle) and shear loss modulus 
(measure of the energy dissipated per cycle). Zhang and Xu (1999) adopted the complex 
mode superposition method to estimate dynamic characteristics (model frequency, modal 
shape and modal damping ratio) of adjacent buildings linked by viscoelastic dampers. 
Moreover, it needs to be pointed out that the VE material is linear over a wide range of 
strain provided the temperature is constant. However, at large strains, there is considerable 
self-heating due to the large amount of energy dissipated. The heat generated changes the 
mechanical properties of the material and, thus, nonlinearity should be considered for the 
design and analysis of VR dampers.

4.3.4 Viscous fluid dampers

Different from metallic, friction and VE dampers that use the action of solids to dissipate 
vibration energy, VF dampers use the action of fluids to dissipate energy. Figure 4.8a shows 
one straightforward design of VF dampers (Makris and Constantinou 1990; Constantinou 
and Symans 1992, 1993; Soong and Spencer 2002). These dampers generally consist of 
a piston, which contains a number of small orifices, in the damper housing, filled with 
a compound of silicone or oil. The piston acts not simply to deform the fluid locally, but 
rather to force the fluid to pass through the small orifices. As a result, it dissipates energy 
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Figure 4.7   Schematic plan view of VE damper.
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through movement of the piston in the highly VF. If the fluid is purely viscous, then the 
output force of the damper is directly proportional to the velocity of the piston. Over a 
large frequency range, the damper exhibits viscoelastic fluid behaviour. The research carried 
out by Constantinou and Symans (1993) on VF dampers showed that the Maxwell model 
could be used to describe the viscoelastic fluid behaviour of the fluid damper applicable to 
civil structures. Zhang and Xu (2000) adopted the complex mode superposition method to 
estimate the dynamic characteristics (model frequency, modal shape and modal damping 
ratio) and find the solution for the seismic responses of adjacent buildings linked by the 
Maxwell model–defined fluid dampers. Xu et al. (1999) and Yang et al. (2003) also carried 
out experimental studies of adjacent buildings linked by fluid dampers.

An alternative design, developed by the Sumitomo Construction Company in Japan, 
involves the implementation of the viscous damping wall (see Figure 4.8b). The piston of 
a VF damping wall is a steel plate constrained to move within a narrow rectangular steel 
container, filled with highly VF. For typical installation, the piston and the container are, 
respectively, fixed to the upper floor and lower floor. Inter-story shift shears the fluid and, 
thus, the friction between the inner plate and the VF provides energy dissipation. Significant 
efforts have been made towards the application of VF dampers, which include the use of 
VF dampers in combination with seismic isolation systems (Skinner et al. 1993; Hirai et al. 
1994; Kelly 1996; Soong and Dargush 1997) as well as seismic retrofit of reinforced con-
crete structures (Reinhorn et al. 1995) and steel frame structures (Martinez-Rodrigo and 
Romero 2003).
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Figure 4.8   Schematic diagrams of two typical VF dampers: (a) VF damper and (b) VF damping wall.
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4.3.5 Tuned mass dampers

The simplest form of a TMD consists of an auxiliary mass–spring–dashpot device anchored 
or attached to some floor (usually the top floor) of the main structure, as shown in Figure 4.9. 
The frequency of the damper is tuned to a specified structural frequency (often the first nat-
ural frequency) so that when that frequency is excited, the damper will resonate out of phase 
with the structural motion. The energy dissipation can thus be achieved by the damper 
forces acting on the structure. A TMD’s effect can also be viewed as equivalent to increase 
the damping ratio of the structure itself to a larger value (Cheng et al. 2008). For responses 
of lightly damped structures with a dominant mode, TMD can effectively reduce the peak 
response or resonant component. Given this characteristic, TMDs are increasingly used for 
wind-sensitive structures to curb excessive building motion and to ensure occupant comfort.

Successful design and application of a TMD to a building structure is a complicated 
procedure because many factors for selecting and tuning TMD must be simultaneously 
considered. For example, the energy-absorbing capacity of the TMD is related to the mass 
ratio, the stiffness ratio, the frequency (tuning) ratio and the damping ratio of the TMD to 
the main structure. In the case of a sliding mass arrangement, a low friction bearing surface 
is required so that the added mass can respond to the building movement at low levels of 
excitation. This would be quite critical. More details can be found in the literature (Luft 
1979; Warburton 1982; Xu et al. 1992; Fujino and Abe 1993; Xu and Kwok 1994).

However, the practical application of a TMD in the real world is still limited by three fac-
tors. First, TMDs are effective only for one mode, which means they cannot be employed for 
seismic vibration control in an efficient way. Second, they are sensitive to mistuning, which 
means significant effort should be paid for careful tuning. Third, the mass of the TMDs and 
the place for installing TMDs are both relative large, exacerbating the difficulty of instal-
lation and construction. Many researchers are devoted to handling these limitations, and 
the much progress has been made. For example, multiple tuned mass dampers (MTMDs) 
and associated optimisation procedures were proposed and investigated (Clark 1988; Jangid 
1995; Jangid and Datta 1997; Wu et al. 1999; Park and Reed 2001; Gu et al. 2001; Li 2000; 
Kwon and Park 2004; Zuo and Nayfeh 2005; Guo and Chen 2007).

md
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Figure 4.9   Tuned mass damper fixed on the top floor.
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4.3.6 Tuned liquid dampers and tuned liquid column dampers

Instead of using a solid concrete or metal block as the secondary mass in TMDs for vibra-
tion control, TLDs and tuned liquid column dampers (TLCDs) utilise water or some other 
liquid serving the same purpose, as shown in Figure 4.10. The liquid inside the container is 
forced to move when the structural vibration occurs, and the restoring force is then gener-
ated by gravity. The turbulence of the liquid flow and the friction between the liquid flow 
and the container convert the dynamic energy of the fluid flow to heat, thus absorbing struc-
tural vibration energy. For TLDs, meshes or rods are placed in the liquid to provide damp-
ing capacity, and the natural frequency is adjusted by the size of the container or depth of 
the liquid. The TLCD consists of a partially filled tube containing several internal orifices. 
It generates high-flow turbulence through the orifice to provide damping capacity, and its 
natural frequency is dependent on column shape, column length and air pressure (Xu et al. 
1992, 2000).

Similar to TMDs, TLDs and TLCDs have been also used to suppress wind-excited vibra-
tions of tall structures, such as airport towers and tall buildings (Xu et al. 1992; Balendra et 
al. 1995; Tamura 1995). There are two advantages of TLDs: a single TLD can be effective 
in any direction of lateral vibrations, and water used for TLDs can also be used as part of 
building protection supply in case of fire. However, compared with TMDs, more space is 
required for TLDs because liquids have less mass density than the materials for TMDs (e.g. 
concrete or steel). Moreover, unlike TMDs, which often respond in a purely linear manner, 
the behaviour of TLDs is generally highly nonlinear due to liquid motion. This inherent 
nonlinearity complicates the analysis and design process for TLD devices; thus, significant 
research efforts have focused on their optimum parameters and nonlinearity. On the other 
hand, TLCDs are similar to TMDs, which are effective only for one mode. Therefore, mul-
tiple tuned liquid column dampers (MTLCDs) and the associated optimisation procedures 
were proposed and investigated as well (Shum and Xu 2002; Xu and Shum 2003).

4.4 ACTIVE CONTROL DEVICES

Active control devices can be used to reduce structural responses under internal or external 
excitation, such as machinery or traffic noise, wind or earthquakes, where the safety or com-
fort level of the occupants is of concern. The major advantages of an active control device 
include enhancement of control effectiveness, adaptability to ground motion, selectivity 
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Figure 4.10   Schematic diagrams of tuned liquid dampers and tuned liquid column dampers: (a) tuned liquid 
damper with rods and (b) tuned liquid column damper.



Control devices and control systems 99

of control objectives and applicability to various excitation mechanisms. An essential fea-
ture of active control devices is that external power is required for the control action. This 
makes such devices vulnerable to power failure, which will probably occur during a strong 
earthquake. An active control system is basically composed of three types of elements: sen-
sor, actuator and a controller with a predetermined control algorithm. Excellent reviews 
on active vibration control are available and can be found in the references (Soong 1988; 
Housner et al. 1997; Datta 2003). This section provides a brief introduction to some actua-
tors commonly used in active control systems.

4.4.1 Servovalve-controlled hydraulic actuators

A servovalve-controlled hydraulic actuator, as shown in Figure 4.11, is a mechanical device 
that uses hydraulics to convert energy into useful mechanical work. Servovalve-controlled 
hydraulic actuators have the advantages of high force capability, good mechanical stiff-
ness, high power per unit weight and volume and high dynamic response. According to the 
mechanical motion provided by hydraulic actuators, they can be basically divided into three 
groups: cylinder actuators, limited-rotation actuators and rotary motor actuators.

A cylinder actuator is able to provide a fixed length of straight-line motion. It usually 
contains a tight-fitting piston moving in a closed cylinder. Xu and Zhang (2002) presented 
an analytical study that used the cylinder actuators to mitigate seismic responses of adja-
cent buildings most effectively with an optimum control law. A limited-rotation actuator 
can be used for opening, closing, lifting, lowering, indexing and transferring movements 
by producing limited reciprocating rotary force and motion. A rotary motor actuator is an 
actuator that produces a rotary motion or torque. It should be noted that hydraulic power is 
only one source of power for rotary motor actuator. The rotary motor actuator can also be 
powered by electrical or pneumatic power.

4.4.2 Pneumatic actuators

Different from the hydraulic actuator, a pneumatic actuator converts energy (typically in 
the form of compressed air rather than liquid) into a mechanical motion. It mainly consists 
of a piston, a cylinder and valves or ports. Similarly, according to the type of movement, 
pneumatic actuators mainly include tie rod cylinders, rotary actuators, grippers and rodless 
actuators.

4.4.3 Shape memory alloy actuators

The distinguishing characteristics of shape memory alloys (SMAs) have been described in 
Chapter 2. This section gives a brief introduction on the use of SMAs as actuators. In 

Figure 4.11   A kind of servovalve-controlled hydraulic actuators. (From https://mts.com/ucm/groups/public/
documents/library/dev_002093.pdf.)

https://mts.com/ucm/groups/public/documents/library/dev_002093.pdf
https://mts.com/ucm/groups/public/documents/library/dev_002093.pdf
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general, there are three common ways of using SMAs as actuators: extension wires, benders 
and helicoidal springs (Pons 2005).

By using SMAs in a straight fashion to form an actuator, extension wires are most appro-
priate when high forces at low displacements are required. Although the maximum recov-
erable strain can be up to 8% for extension wires, the strain for normal operation is often 
restricted to 3%–4% to improve their fatigue behaviours. Depending on the cross-sectional 
area of the actuator, the maximum applicable stress producing recoverable strain is often 
of the order of 150–250 MPa. Li et al. (2006) used the SMA actuator to make adjustable 
fluid dampers, as shown in Figure 4.12. Shape memory benders are able to provide mod-
erate displacements at very low forces. When compared with extension wires, the stroke 
for SMA bending actuators is much larger. This is achieved at the expense of exhibiting 
virtually zero force. Therefore, these actuators are suitable for applications where a net 
displacement rather than a net force delivery is required. In practice, the displacement in 
a bending actuator is usually limited by the maximum strain at the outermost edge of the 
cross section. If the strain limit is 3%–4%, the ratio of bending radius to wire radius must 
be limited to approximately 30–25. Helicoidal springs are selected wherever large deforma-
tions at relatively low forces are required. They provide the largest stroke among all types of 
SMA actuators. Moreover, if the spring dimension is properly designed, almost any stroke 
requirement can be met by such actuators. Actuators of this type are particularly appropri-
ate for developing the concept of thermal actuators; that is, they are best designed to provide 
some control action in response to environmental temperature changes rather than being 
included in motion control systems with resistive heating. More detailed information on the 
SMA actuators, including their basic characteristics, design concepts and their applications, 
can be found in Waram (1993) and Pons (2005).

4.4.4 Magnetostrictive actuators

The basic characteristics of magnetostrictive (MS) materials were introduced in Chapter 2. 
This section provides a brief introduction to MS actuators made mainly based on the Joule 
effect. Terfenol-D is the most useful MS material for making actuators. Such material has a 
number of notable properties, including 

 1. A high magneto-mechanical coupling, which enables the efficient conversion of mag-
netic to mechanical energy for generating great forces 

 2. A high load-bearing capability 

Figure 4.12   Prototype of SMA actuator within a piston of fluid damper. (From Li, Z.Q. et al., Smart Mater. 
Struct. , 15(5), 1483–92, 2006.)
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 3. High compressional strength 
 4. Durability under static and dynamic loading
 5. Low voltage operation
 6. High reliability and unlimited life cycle (Moon et al. 2007)

Significant effort has been made on the design of MS actuators, and various actuator pro-
totypes have been developed (Monaco et al. 2000; Stillesjo et al. 2000; Bartlett et al. 2001; 
Zhang et al. 2004). Moreover, to effectively capture the hysteresis behaviour of MS actuators, 
a number of hysteresis models, including physics-based models that, on the one hand, are 
built on the first principle of physics and phenomenological models that, on the other hand, 
are used to produce behaviours without necessarily providing physical insight into the prob-
lems, have been developed as well. Major attention has been given to the modelling of MS 
rods, accounting for eddy currents and hysteresis (Venkataraman et al. 1999; Davino et al. 
2004; Bottauscio et al. 2008a; Stuebner et al. 2009), but several approaches are also devoted 
to the modelling of the entire MS devices (Besbes et al. 2001; Bottauscio et al. 2008b).

MS actuators are complex structures requiring careful design with the consideration of 
several important aspects, such as force, stroke, electric and magnetic circuits. MS actuators 
can be employed in civil structures by taking the place of passive structural elements (braces 
or cables). Focusing on the implementation of MS actuators in the context of vibration sup-
pression, they can work in two major modes: stiffeners and dampers. It is known that the 
Young’s modulus for MS material is not constant but is rather a function of the magnetisa-
tion state. Therefore, the stiffness provided by MS actuators is controllable if the applied 
magnetic field is properly adjusted. With this controllable stiffness, the resonance frequency 
of the overall structure, in which the MS actuator is integrated, can be modified to prevent 
resonance amplification when subject to external excitations. The MS actuators can also 
be utilised as dampers in active damping control, in which the objective is to increase the 
damping of specific vibration modes of the concerned structure.

Xu and Li (2006) explored the possibility of using a hybrid platform to ensure the func-
tionality of high-tech equipment against microvibration under normal working conditions 
and to protect high-tech equipment from damage when an earthquake occurs. The hybrid 
platform, on which high-tech equipment is installed, is designed to work as either a single-
layer or double-layer passive isolation platform to abate mainly the acceleration response of 
high-tech equipment during an earthquake and to function as an MS actuator–controlled 
platform to reduce mainly the velocity response of high-tech equipment under normal work-
ing conditions. Figure 4.13 shows a schematic diagram of a Terfenol-D MS actuator.
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Figure 4.13   Schematic diagram of a Terfenol-D magnetostrictive actuator. (From Xu, Y.L. and Li, B., Earthq. 
Eng. Struct. Dyn. , 35(8), 943–67, 2006.)
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4.4.5 Piezoelectric actuators

A piezoelectric (PZT) actuator is able to convert an electrical signal into a controllable 
physical movement. If this movement is prevented, a usable force will then be generated. 
PZT actuators have the advantage of precisely controlled movement, compactness, the 
ability of high force generation, quick response time and no electromagnetic interference. 
Disadvantages, however, include the fact that PZT actuators have small strains (often only 
0.1%–0.2%) and exhibit large hysteresis and creep. The basic types of PZT actuators include 
stack actuator and stripe (or bending) actuator.

Stack actuator is perhaps the easiest way to produce a linear motion on the basis of the PZT 
effect (see Figure 4.14a). It is a multilayered structure and each stack is composed of several 
PZT layers. The required dimensions of the stack can be determined from the requirements 
of the application in question. The height is determined in respect of the desired movement 
and the cross-sectional area in respect of the desired force. Typically, a 100 mm long stack 
with a cross-sectional area of 1 cm2  provides a free stroke of 100  μ m and a blocked force of 
about 3 kN (Song et al. 2006). It should be noted that in addition to the desired longitudinal 
movement, some lateral movement usually occurs as well.

A stripe PZT actuator, also called a bending actuator , is designed to produce a relatively 
large mechanical deflection in response to an electrical signal (see Figure 4.14b). This deflec-
tion offers a large stroke and a very limited blocking force when compared with a stack 
actuator. Some benders have only one PZT layer on top of a metal layer (un-bimorph), but 
generally there are two PZT layers and no metal (bimorph). The basic principle of the bend-
ing actuator with two PZT layers is that with the applied electric field, one layer is forced to 
expand whereas the other one contracts. In this way, the curvature is doubled in comparison 
to a single layer version. If the number of PZT layers exceeds two, the bender is referred as 
a multilayer. With thinner piezo layers, a smaller voltage is required to produce the same 
electric field strength, and therefore, the benefit of the multilayer benders is their lower 
operating voltage. Bimorph and multilayer benders can be built into either a serial bender 
or a parallel bender. The major difference between these two types of connections is that 
there are two electrodes for a serial bender but three electrodes for a parallel bender. The 
additional electrode in a parallel bender is located between the two parallel-polarised PZT 
layers and used to receive the control signal.
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Figure 4.14   Schematic diagrams of piezoelectric actuators: (a) stack actuator and (b) stripe (or bending) 
actuator.
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4.4.6 Active mass damper devices

As mentioned before, TMDs are only effective with a specific tuned frequency (usually 
the first natural frequency), and therefore is mainly utilised for mitigating wind-induced 
structural vibration. The development of active mass dampers (AMDs) focuses on seeking 
seismic vibration suppression with a wide frequency band. The major difference between 
the aforementioned TMDs and AMDs is that an additional actuator is placed between the 
main structure and the auxiliary device (i.e. TMD) to augment the control performance (see 
Figure 4.15). The motion of the auxiliary device would be controlled by such an actuator. 
Extensive research focuses on investigating the optimum control law to find the appropri-
ate feedback gain of the AMD for suppressing the primary structural vibration in the most 
effective way (Chang and Soong 1980; Nishimura et al. 1992). Shaking table tests and full-
scale implementation of the AMD device can also be found in the literature (Chung et al. 
1988; Soong 1990; Soong and Spencer 2002).

The actuator in AMDs is used to drive the auxiliary mass for vibration control, whereas 
the actuators in other active systems are usually providing controlled force directly to the 
main structure. From this point of view, AMDs have an economic advantage in full-scale 
structures because far less control force and a much smaller actuator are required than for 
other active systems (Cheng et al. 2008). However, the control effectiveness of the AMD 
device is felt mainly around the fundamental frequency and less so at higher frequencies 
(Xu 1996).

4.4.7 Active tendon devices

An active tendon control device often includes two coupling parts: a set of pre-stressed 
tendons and actuators. A basic configuration of active tendon control device is schemati-
cally shown in Figure 4.16. Such a control device is usually installed on the inter-story of a 
building structure. The actuator is located on the lower floor, whereas the active tendons 
are installed between two stories. The two ends of the tendon are, respectively, connected to 
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Figure 4.15   Schematic comparison of TMD and AMD: (a) TMD and (b) AMD.
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the upper floor and actuator piston. When the structure is subject to earthquake excitation, 
the inter-story shift induces a relative movement in the tendon device and alters the tension 
of the pre-stressed tendon accordingly, thus providing dynamic control force for structural 
vibration mitigation.

Since active tendons can operate in the pulsed and continuous-time modes, both the 
pulsed and the continuous-time control algorithms can be employed for active tendon con-
trol. The advantage of an active tendon device is that such a device can make use of existing 
structural members, which means few modifications or additions are made.

4.4.8 Active brace devices

The two primary components of an active brace control device are a bracing system and 
a control device (i.e. actuator). A bracing system mainly includes three types: diagonal, 
K-braces and X-braces. For the control device, a servovalve-controlled hydraulic actuator 
is capable of providing a large control force and is often utilised in such an active system. 
A schematic diagram of an active brace control system with a hydraulic actuator mounted 
on a K-brace is given in Figure 4.17. The cylinder and piston of the actuator are, respec-
tively, connected to the structural floor and the brace. When the building structure is under 
earthquake excitation, structural responses are measured by the corresponding sensors and 
utilised as feedbacks in the predetermined control algorithm. According to the control signal 
obtained from the algorithm, the control force is then generated by the hydraulic actuator 
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Figure 4.16   Schematic diagram of active tendon control device.
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Figure 4.17   Schematic diagram of active bracing system with hydraulic actuator.
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for vibration attenuation. Similar to active tendon devices, the active brace device can be 
installed without too many modifications of the structure.

4.4.9 Pulse generation devices

In pulse generation devices, a pulse generator, which uses a pneumatic mechanism to gen-
erate an active control force, is employed instead of a conventional hydraulic actuator. 
Different from the utilisation of high-pressure fluid in a hydraulic actuator, the actuation 
force in a pulse generator is produced by compressed air. Since it is a pulse-type force, a 
trigger is generally required to determine the time for providing control force. For exam-
ple, when a large relative velocity is detected exceeding the predetermined threshold, the 
pneumatic actuator is triggered and a control force opposite to the velocity is generated. A 
drawback of such a control device is that the energy obtained from the compressed gas may 
not be powerful to drive a full-scale building structure. Moreover, the high nonlinearity 
derived from compressed gas in the pneumatic actuator makes it difficult to analyse and 
evaluate.

4.5 SEMI-ACTIVE CONTROL DEVICES

A semi-active control system generally originates from a passive control system, which has 
been subsequently modified to allow for the adjustment of mechanical properties. According 
to currently accepted definitions, a semi-active control device is one that cannot inject 
mechanical energy into the controlled structural system but has properties that can be con-
trolled to optimally reduce the responses of the system (Housner et al. 1997). Consequently, 
in contrast to active control devices, semi-active control devices do not have the potential to 
destabilise the structural system. A semi-active damper system consists of sensors, a control 
computer, a control actuator and a passive damping device. The excitation and/or the cor-
responding structural responses are measured by sensors and then processed by a control 
computer based on a predetermined control algorithm. A control signal will subsequently be 
sent to the actuator for adjusting the behaviour of the passive device. Notably, the actuator 
is used to control the behaviour of the passive damper instead of directly providing force 
onto the structure. Therefore, the external energy required for a semi-active damper device 
is usually orders of magnitude smaller than for active devices, for example, many can oper-
ate on battery power. This is one of the most attractive features of semi-active control 
systems, because during seismic events the main power source to the structure may fail but 
such a system could still work in this situation. Moreover, preliminary studies show that 
appropriately implemented semi-active systems are capable of performing better than pas-
sive devices, and have the potential to achieve the performance of fully active systems (Dyke 
et al. 1996a). Comprehensive literature reviews on semi-active control systems are available 
(Housner et al. 1997; Symans and Constantinou 1999; Spencer and Nagarajaiah 2003; Jung 
et al. 2004; Fisco and Adeli 2011). This section gives only a brief description of commonly 
used semi-active control devices.

4.5.1 Semi-active friction dampers

Semi-active friction dampers utilise forces generated by surface friction to dissipate vibra-
tory energy in a structural system. By using electromechanical actuator, Akbay and Aktan 
(1991) developed a semi-active friction damper that consists of a preloaded friction shaft 
rigidly connected to the structural bracing. The basic principle of such a system is the 
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friction force used for energy dissipation is proportional to the normal force, which means 
the damping capacity of the damper could be controlled by adjusting the normal force to 
the friction interface. The actuator piston is driven by an electric motor to provide normal 
force. By regulating the normal compression force through an optimal control algorithm, 
a better control performance could be achieved. A similar device was also investigated at 
the University of British Columbia (Dowdell and Cherry 1994a,b) but two other control 
schemes were used.

By using PZT actuators to provide the controllable normal force, Chen and Chen (2004) 
designed a semi-active friction damper and installed it on the first story of a quarter-scale, 
three-story building model mounted on a shake table. Such a PZT friction damper mainly 
consists of PZT stack actuators, preloading units, friction component and a steel box 
housing other components. When the structure is subject to earthquake excitation, the 
friction force is generated through the relative movement of the bottom plates and the 
isolation plate and thus the energy is dissipated. According to the predetermined control 
algorithm, a controllable friction force can be generated to improve the control perfor-
mance by adjusting the electric field on the PZT actuators. Xu et al. (2001) explored the 
possibility of incorporating semi-active friction dampers into wind-excited large truss 
towers to abate excessive vibration. PZT materials were used to control the clamping 
force of a friction damper so as to regulate the slip force of the damper through simple 
feedback of damper motion. A rational analytical method was also developed for deter-
mining the wind-induced dynamic response of large truss towers equipped with semi-
active friction dampers and performing extensive parametric studies to evaluate their 
effectiveness. Ng and Xu (2007) and Xu and Ng (2008) also investigated numerically and 
experimentally seismic protection of a building complex using semi-active friction damp-
ers (see Figure 4.18).

4.5.2 Semi-active hydraulic dampers

The basic principle of a semi-active hydraulic damper is to use a controllable, variable-
orifice valve to realise the modification of resistance of a passive hydraulic damper. Semi-
active hydraulic dampers are also called semi-active vibration absorbers. Such a damper 
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Figure 4.18   Laboratory-scale semi-active friction damper. (From Xu, Y.L. and Ng, C.L., J. Eng. Mech. , 134(8), 
637–49, 2008.)
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typically contains a piston within a cylinder (see Figure 4.19). When the piston is moved, 
the fluid in the damper is forced to pass through small orifices at high speed. A semi-active 
hydraulic damper is capable of adjusting both damping and stiffness. It is able to work as a 
stiffness spring when the valve is closed. However, when the valve is open, the damping fluid 
can easily flow through the orifices and thus little stiffness would be provided. The damping 
capacity of the damper can be controlled by adjusting the opening extent of the valve. The 
control valve may take the form of a solenoid valve for on-off control or a servovalve for 
variable control. The effectiveness of such a damper in controlling seismically excited build-
ings and bridges has been demonstrated through both simulation and experimental studies 
by many researchers (Kawashima et al. 1992; Sack et al. 1994; Symans et al. 1994; Patten 
et al. 1994, 1996; Kurino et al. 1996; Symans and Constantinou 1997).

4.5.3 Semi-active tuned liquid dampers

The semi-active TLD and TLCD can provide a controllable damping force by simply regu-
lating the behaviour of liquid in operation. Lou et al. (1994) added a set of rotatable baffles 
in the liquid tank of a sloshing TLD and the control performance could then be improved by 
adjusting the orientation of these baffles. The liquid tank maintains its original length with 
the baffles in the horizontal position, whereas the liquid tank is divided into several shorter 
tanks with the baffles in the vertical position. Thus, by adjusting the rotatable baffles to a 
desired inclined position, the length of the hydraulic tank is modified accordingly, resulting 
in variations of natural frequencies of the contained sloshing fluid.

A semi-active TLCD was also developed by using a variable orifice in a TLCD to enhance 
the control performance. It is known that damping in the TLCD is introduced as a result of 
the head loss experienced by the liquid column moving through an orifice. In the semi-active 
TLCD systems, based on the predefined control algorithm, an electro-pneumatic actuator 
can be utilised to drive a ball valve to change the valve opening angle, leading to variations 
of the valve orifice area. Therefore, the damping characteristics of the control system can be 
altered accordingly to achieve better control performance. Research on the investigation of 
the control performance of the semi-active TLCD systems under seismic and wind loads has 
been conducted for many years (Kareem 1994; Yalla et al. 1998). Yalla and Kareem (2000) 
discussed an optimal damping of a controllable TLCD in which the head loss coefficient 
is changed adaptively in response to excitation variations, and validated the effectiveness 
of such a system by a shaking table test (Yalla and Kareem 2003). Moreover, based on 
the clipped-optimal and fuzzy control strategies, the effectiveness of different control algo-
rithms for semi-active TLCD was also investigated by Yalla et al. (2001). Shum et al. (2006) 
investigated semi-active tuned liquid column damper (SATLCD) with adaptive frequency 
tuning capacity for buffeting the response control of a long-span cable-stayed bridge during 
construction. The frequency of the SATLCD is adjusted by the active control of air pressures 
inside the air chamber at the two ends of the container, as shown in Figure 4.20.
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Figure 4.19   Schematic diagram of semi-active fluid dampers.
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4.5.4 Semi-active stiffness control devices

Semi-active stiffness control devices are primarily used to adjust the stiffness and thus the 
dynamic characteristics of the main structure to minimise the resonant-type structural 
response during earthquakes. A full-scale semi-active stiffness control device for seismic 
response suppression has been developed and described by Kobori et al. (1993). This device 
is composed of a balanced (double-acting piston rod) hydraulic cylinder with a normally 
closed solenoid control valve inserted in the tube connecting the two cylinder chambers. 
Based on the measured acceleration at the base of the structure, a feedforward control sys-
tem is established for the determination of the solenoid valve in either an open or close state. 
When the valve is closed, the fluid cannot flow and effectively locks the beam to the braces, 
thus increasing structural stiffness. In contrast, when the valve is open the fluid flows freely 
and disengages the beam-brace connection, resulting in a decrease of structural stiffness. 
This control device has already been installed within the chevron bracing system of a full-
scale three-story steel structure in Tokyo, and the control performance under two separate 
earthquakes has also been reported (Kobori et al. 1993). However, with the use of the on-
off mode, the aforementioned device cannot vary stiffness continuously. To overcome this 
drawback, Nagarajaiah (1997) has developed a semi-active stiffness and damping control 
device, which is able to modify stiffness continuously and smoothly.

4.5.5 Electrorheological dampers

Electrorheological (ER) dampers typically consist of a hydraulic cylinder containing micro-
sized dielectric particles suspended within a fluid (usually oil). In the presence of an electric 
field, the particles polarise and become aligned, thus offering resistance to flow (Symans 
and Constantinou 1999). By varying the applied electric field, the behaviour of the ER flu-
ids can reversibly change from that of a VF to that of a yielding solid within milliseconds. 
Adjustment of the electric field can therefore easily regulate the behaviour of the ER fluids.

ER dampers make use of the smart properties of ER fluid to generate a controllable damp-
ing force. According to the predetermined control algorithm, the generated damping force 
can be adjusted by varying the strength of the electric field. Figure 4.21 gives a schematic 
diagram of an ER fluid damper, which consists of a cylinder containing a balanced piston 
rod and a piston head. The piston head pushes the ER fluid through an external bypass 
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containing an annular duct. Adjustment of the voltage gradient between the external cyl-
inder and the inner rod can generate a changeable electric field, thus providing a control-
lable ER damper force for energy dissipation (Makris et al. 1996). Such damping force is 
developed as a result of both ER effect and viscous effect. Experimental results indicate 
that as the flow rate increases, the forces due to viscous stresses can dominate over those 
due to yield stresses. There are three major factors hampering the application of the ER 
damper for seismic control of large-scale civil structures. First, the yield stress of the ER 
damper is limited (usually with the maximum value of 5–10 kPa). Second, the capacity of 
ER fluids is significantly reduced even for common impurities during manufacture. Third, 
high-voltage power supplies are needed to control ER fluid, and this requirement may result 
in safety, availability and cost issues. The effectiveness of ER dampers in controlling seismi-
cally excited frame structures has been investigated by Xu et al. (2000).

4.5.6 Magnetorheological dampers

Magnetorheological (MR) dampers are essentially magnetic analogues of ER dampers, 
and typically consist of a hydraulic cylinder containing micron-sized, magnetically polar-
isable particles suspended within a fluid (usually oil) (Symans and Constantinou 1999). 
Qualitatively, the behaviour of an MR damper is very similar to the aforementioned ER 
damper except that the control effect of an MR damper is governed by the application of a 
magnetic field, whereas an ER damper is governed by an electric field. In the presence of a 
magnetic field, the fluid behaves as a semisolid, while in the absence of a magnetic field, the 
MR fluid can flow freely. Under the magnetic field of 150–250 kA/m, MR fluids made from 
iron particles are able to exhibit a yield strength of 50–100 kPa. By varying the strength of 
the magnetic field, the characteristics of the MR fluid can be adjusted accordingly, leading 
to a controllable MR damper force.

A prototype MR damper, having a stroke of ± 2.5 cm and a force capacity of 3 kN, was 
investigated by Spencer et al. (1996, 1997a) and Dyke et al. (1996a). As schematically shown 
in Figure 4.22, an electromagnet located within the piston head is utilised to generate the 
magnetic field. The magnetic field is applied perpendicularly to the direction of fluid flow 
and an accumulator compensates the fluid volume change. Such a damper was installed on 
the first story of a reduced-scale, three-story steel structure and shaking table tests were per-
formed by Dyke et al. (1996a,b, 1998) for further investigation of the control performance 
of an MR damper under seismic ground motion. Shaking table tests were conducted by Xu 
et al. (2005) on a more complex structural system consisting of a 12-story main building 
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Figure 4.21   Schematic diagram of ER damper.
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and a 3-story podium structure to explore the possibility of using MR dampers to connect 
the podium structure to the main building to reduce the seismic responses of both struc-
tures. From a practical application perspective, a large-scale MR damper with a rated force 
output of 200 kN, a maximum power requirement of about 22 W, a stroke of ± 8 cm and 
a length of about 1 m has also been developed (Carlson and Spencer 1996; Spencer et al. 
1997b).

4.6 HYBRID CONTROL DEVICES

A ‘hybrid’ control device is typically defined as one that is achieved by a combination of 
passive, active or semi-active control techniques. With two or more control techniques in 
operation together, hybrid control systems can alleviate some of the restrictions and limita-
tions that exist when each system is acting alone. As a result, they surpass passive, active and 
semi-active systems, and higher levels of performance may be achievable. Additionally, the 
hybrid control system can be more reliable, more economic and less external power required 
as compared with a fully active system, although it is also often somewhat more compli-
cated. Significant attention has been paid to the research on hybrid control systems since the 
1990s, and much progress has been made (Yang et al. 1991, 1995; Spencer and Sain 1997; 
Cheng and Jiang 1998; Yoshioka et al. 2002). In this section, three typical hybrid control 
systems, that is, the hybrid mass damper (HMD), the hybrid base isolation system and the 
hybrid bracing control system, will be introduced.

4.6.1 Hybrid mass dampers

The HMD is a widely used control device for full-scale civil structures. It is a combination 
of a passive TMD and an active control actuator (e.g. using AMD), as schematically shown 
in Figure 4.23. Since the AMD is placed onto a TMD instead of onto the main structure, the 
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mass of the AMD could be small and is often 10%–15% that of the TMD. The structural 
responses are mainly reduced by the natural motion of the TMD, and the AMD is employed 
to increase the efficiency and robustness of HMDs. In other words, the TMD is tuned to the 
structural fundamental mode, whereas the AMD is designed to improve control effective-
ness for higher modes of the structure. Therefore, the energy and forces required to operate 
a typical HMD are far less than those associated with a fully active mass driver system of 
comparable performance. However, a limitation still exists, in that a relatively large space 
is required for installing HMD since the TMD is employed. A number of innovative HMDs 
have been developed and installed on large civil structures, particularly high-rise buildings, 
for vibration suppression. They include arch-shaped HMD (Tanida et al. 1991; Tanida 1995), 
V-shaped HMD (Koike et al. 1994), two multi-step pendulum HMDs (Yamazaki et al. 1992) 
and DUOX HMD (Kobori 1994, 1996; Ohrui et al. 1994; Iemura and Izuno 1994).

4.6.2 Hybrid base isolation devices

A hybrid base isolation device basically consists of a passive base isolation device and an 
active or semi-active control device, which is used to supplement the effects of the base iso-
lation device. Technically speaking, if the aforementioned various types of active or semi-
active control device can be successfully integrated into a passive base isolation device, a 
new type of hybrid base isolation device would be produced.

Three types of hybrid base isolation device are briefly mentioned herein. The first one 
consists of a base isolation device connected to an AMD as shown in Figure 4.24a. The 
performance of this hybrid control device for tall buildings was numerically investigated 
and evaluated (Yang et al. 1991). 
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The second one (see Figure 4.24b) uses MR fluid dampers to conduct the hybrid con-
trol system (Ramallo et al. 2002). The effectiveness of such a base isolation device was 
experimentally demonstrated through shaking table tests for both far-fi eld and near-fi eld 
earthquake excitations (Yoshioka et al. 2002). Yang and Agrawal (2002) presented a simi-
lar type of hybrid base isolation system by using two semi-active dampers, that is, resetting 
semi-active stiffness damper and semi-active electromagnetic friction damper, for seismic 
protection of nonlinear building structures under near-field earthquakes. 

The third type of hybrid base isolation system introduced here can be referred to as a 
‘hybrid sliding isolation system’ as schematically shown in Figure 4.24c. This hybrid system 
uses a variable friction force that is controlled by a computer which changes the pressure in 
the fluid chamber of the bearing to enhance the control effect. With the modulation of fluid 
pressure, the friction coefficient at the sliding bearing interface can be modified, resulting 
in the generation of a controllable friction force (Feng 1993; Feng et al. 1993). Such semi-
active, friction-controllable fluid bearings were further employed by Yang et al. (1995) for 
reducing the response of seismic-excited bridge structures. Notably, since many base isola-
tion devices are either nonlinear or inelastic or both, nonlinear control strategies developed 
by many researchers could be employed for consideration of such a hybrid base isolation 
device, for example, neural network-based control (Venini and Wen 1994), fuzzy control 
(Nagarajaiah 1994; Symans and Kelly 1999) and adaptive nonlinear control (Rodellar et al. 
1994).

Xu et al. (2008) carried out an experimental study to explore the possibility of using a 
hybrid platform to ensure the functionality of high-tech equipment against microvibration 
and to protect high-tech equipment from damage when an earthquake occurs. A three-
story building model and a hybrid platform model were designed and manufactured. The 
two-layer hybrid platform, on which high-tech equipment is placed, was installed on the 
first floor of the building to work as a passive platform, aiming to abate the acceleration 
response of the equipment during an earthquake, and to function as an actively controlled 
platform, which tends to reduce velocity response of the equipment under a normal working 
condition. In the case of the hybrid platform working as a passive platform, it was designed 
in such a way that its stiffness and damping ratio could be changed, whereas for the hybrid 
platform functioning as an active platform, a PZT actuator with a sub-optimal velocity 
feedback control algorithm was used. 

A series of shaking table tests, traffic-induced vibration tests and impact tests were per-
formed on the building with and without the platform to examine the performance of the 
hybrid platform. The experimental results demonstrated that the hybrid platform is feasible 
and effective for high-tech equipment protection against earthquake and microvibration.

4.6.3 Hybrid bracing control devices

A hybrid bracing control device, as shown in Figure 4.25, was developed by Cheng and 
Jiang (1998) in the 1990s for the seismic control of building structures. In the hybrid device, 
an actuator and a damper were mounted on a K-bracing on one floor of a building struc-
ture for the consideration of both control objectives and cost saving. Viscous fluid dampers 
were considered as passive devices for the system, and due to the powerful force-generating 
capacity hydraulic actuators were employed as the active device. A shaking table test of a 
three-story structure with this hybrid bracing control device was carried out. For the instal-
lation of hybrid bracing control devices, the existing structural braces can be utilised, and 
thus the active control force can be directly applied to the structure through these braces. 
The damper and the actuator can either be combined or separated in this device which 
means it is more flexible for installation.



Control devices and control systems 113

4.7  CONFIGURATION OF CONTROL SYSTEMS 
AND CONTROL PERFORMANCE

In the previous sections, various dampers/actuators used for passive, active, semi-active and 
hybrid control of structural vibration were introduced. By using passive control systems, the 
structural responses are not employed as feedbacks for adjusting the generated damping force, 
and the properties of the dampers are properly designed according to desired control objec-
tives before the structural construction. For the rest of the control devices, the structural 
responses are required as feedbacks for the predetermined control algorithms to generate the 
controllable forces. Therefore, in addition to a group of the aforementioned control devices, 
various sensors for measuring structural responses, data acquisition and transmission systems, 
and computers are required together with predefined control algorithms to form a complete 
structural vibration control system for structural vibration control of a civil structure. The 
configuration of a complete structural vibration control system will be discussed in Chapter 5.

The control performance of a structural vibration control system for a civil structure is 
often assessed by the extent of vibration reduction of the structure and the cost of power 
energy. A series of indices have been proposed for evaluating control performance (Spencer 
et al. 1998; Ohtori et al. 2004). To achieve good control performance, the number, type 
and location of the actuators installed in a civil structure shall be selected optimally and the 
control algorithms shall be designed appropriately. These important yet challenging topics 
will be discussed in Chapters 9 through 11.
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Chapter 5

Processors and processing systems

5.1 PREVIEW

Signal processors deal with operations on, or analyses of, analogue as well as digital signals, 
which represent time-varying or spatially varying physical quantities of a smart civil struc-
ture, from the sensors and sensory systems (SS) installed in the structure. Signal processors 
are also responsible for the realisation of control algorithms for structural vibration control. 
The configuration of a signal processing system depends on the functions expected from a 
smart civil structure. This chapter first introduces the configurations of a structural health 
monitoring system, a structural vibration control system and an integrated system for both 
structural health monitoring and vibration control. The major components involved in the 
three systems are then presented. The common components for the three systems include SS, 
data acquisition and transmission systems (DATS), data management systems (DMS) and 
structural evaluation systems (SES). The specific component is the data processing system 
(DPS) for the structural health monitoring system, the controller system (CS) for the struc-
tural control system, and the combined data processing and controller system (DPCS) for 
the integrated system for both structural health monitoring and vibration control. Wireless 
sensors and systems, such as integrated sensing, transmission and processing systems, are 
described in detail in this chapter. Finally, power supply and energy harvesting as elements 
of a smart civil structure are commented upon briefly. The high-fidelity design of any one 
of the foregoing systems requires an integrated analytical/numerical and experimental 
approach, and therefore this chapter shall be read together with the subsequent chapters in 
Part II of this book.

5.2  CONFIGURATION OF A STRUCTURAL 
HEALTH MONITORING SYSTEM

The basic components of a complete structural health monitoring system are illustrated in 
Figure 5.1, and include SS, DATS, DPS, DMS and SES. The following description of the 
basic components of a structural health monitoring system is based on the work presented 
in the book written by Xu and Xia (2012). The SS is composed of various types of sensors, 
as described in Chapter 3, which are distributed over the structure to capture different 
signals of interest, such as various types of loadings and structural responses. The DATS is 
responsible for collecting signals from the sensors and transmitting the signals to the central 
database server. The DPS is devised to control the data acquisition and transmission, and 
process, store and display the data. The DMS comprises the database system for tempo-
ral and spatial data management. In accordance with monitoring objectives, the SES may 
have different applications. It may include an on-line structural condition evaluation system 
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and/or an off-line structural health and safety assessment system. The former (on-line) is 
mainly to compare the measurement data with the design values, analytical results and 
predetermined thresholds and patterns to provide a prompt evaluation of the structural 
condition. The latter (off-line) incorporates varieties of model-based and data-driven algo-
rithms, for example, loading identification, system identification, model updating and dam-
age diagnosis and prognosis.

It can be seen from Figure 5.1 that each component or module is a stand-alone system. 
This implies that failure of an individual module will have no detrimental effect on the 
operation of the remaining parts of the entire system (Wong 2004). This concept must 
be considered during the design of structural health monitoring systems. For example, if the 
data server in the control office does not work, this should not affect the data acquisition 
on the structure. This requires the data acquisition system to have capacity for on-board 
data storage for a specific duration, and the DMS to have a data retrieval function after the 
server recovers.

The design of a structural health monitoring system requires the designers to understand 
the needs of monitoring, the characteristics of the structure, environment conditions, hard-
ware performance and economic considerations. First, the designers should have a clear 
understanding of the structure itself and the objectives of the monitoring. Different struc-
tures have different characteristics and unique demands. The designers of the structural 
health monitoring system should work together with the designers of the structure and 
know their main concerns. Next, the monitoring items and the corresponding information 
should be identified, which may include (Aktan et al. 2002)

• The parameters to be monitored, such as temperature, wind, displacement and 
corrosion

• The nominal value and expected ranges of the parameters
• The spatial and temporal properties of the parameters, for example, the location and 

variation speed of the measurands
• The accuracy requirement
• The environmental condition of the monitoring
• The duration of the monitoring

After the monitoring parameters are identified, the number and type of sensors should 
be determined according to the size and complexity of the structure and the monitoring 
objectives. The types of sensors have been discussed in detail in Chapter 3. They can be 
selected so that their performance meets the requirements of the monitoring. Important 
sensor performance characteristics include measurement range, sampling rate, sensitivity, 
resolution, linearity, stability, accuracy, repeatability, frequency response, durability and 
so forth. In addition, sensors must be compatible with the monitoring environment, such 
as temperature range, humidity range, size, packaging, isolation and thermal effect. The 
optimal sensor placement and number will be discussed in detail in Chapter 8 with help 
from high-fidelity numerical simulations of a civil structure. Therefore, the design of a 
structural health monitoring system is actually an integrated analytical/numerical and 

SS DATS DPS DMS SES
Structure 
(loadings, 
responses)

Figure 5.1   Configuration of a structural health monitoring system.
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experimental approach other than an ad hoc procedure (Farrar and Worden 2013), so 
too are the structural control system and the integrated system for both structural health 
monitoring and vibration control.

The data acquisition units (DAUs) in the DATS should be compatible with the sensors. 
The location and number of DAUs should be determined to trade-off the distance from 
the sensors to the DAUs and the number of channels of the DAUs. Sampling rate, resolu-
tion, accuracy and working environment should be taken into account in the selection of 
hardware.

Besides this, the designers should consider the budget of the project, availability of hard-
ware, wiring, and installation and protection of the hardware. In practical monitoring 
projects, wires or cables are more easily damaged artificially or naturally than the sensors 
themselves. Special protection of sensors and wires is worth the effort. Maintenance is also 
a factor to be considered during the design stage. Important sensors and DAUs should be 
accessible for inspection and repair after installation.

A Wind and Structural Health Monitoring System (WASHMS) for the Tsing Ma Bridge in 
Hong Kong has been designed, installed and operated by the Highways Department of the 
Government of Hong Kong Special Administration Region since 1997 (Wong 2004). The 
system architecture of the WASHMS is composed of the following integrated modules: the 
SS, DATS, DPS, DMS, structural health evaluation system (SHES), portable data acquisi-
tion system (PDAS) and portable inspection and maintenance system (PIMS). There are 276 
sensors installed on the bridge. The layout of the SS for the bridge is illustrated in Figure 5.2. 
Further details can be found in the Xu and Xia (2012).

5.3  CONFIGURATION OF A STRUCTURAL 
VIBRATION CONTROL SYSTEM

The basic components of a structural vibration control system are illustrated in Figure 5.3. 
Unlike a structural health monitoring system, a structural vibration control system has a 
CS instead of a DPS. For a passive vibration control system, the CS contains mainly passive 
control devices. These passive control devices dissipate structural vibration energy by virtue 
of structural motion only, and they do not need to adapt themselves to structural changes 
and to varying usage patterns and loading conditions. Therefore, other components of the 
structural vibration control system may not be necessary. Nevertheless, if other components 
of the structural vibration control system are retained, the structural performance can be 
monitored, the passive control performance can be evaluated, and the optimal locations and 
numbers of passive control devices determined numerically can be verified, among others. 
For an active, semi-active or hybrid control system, the CS has to process the measured 
information from the SS and DATS to compute necessary control forces or other quantities 
based on a given control algorithm and has to command the control devices to make corre-
sponding reactions so that the structure can adapt itself to structural changes and to varying 
usage patterns and loading conditions.

The measured information can be structural responses and/or external excitations. 
According to the quantities to be measured and used for vibration reduction, controller sys-
tems can be divided into three main groups, including feedback control, feedforward con-
trol and feedback-feedforward control. In feedback control, only the structural responses 
are measured and used to make continual corrections to the applied control forces, whereas 
in feedforward control, the control forces are regulated only by the measured excitation. In 
the case where the information on both the response quantities and excitation are utilised 
for control design, the term feedback-feedforward control  is used (Suhardjo et al. 1990).
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Clearly, unlike the structural health monitoring system, in which the measured signals 
can be analysed and processed off-line, for an active, semi-active and hybrid vibration con-
trol system, the controller must analyse and utilise the measured signals immediately during 
the events. The control force is immediately generated by the actuator. Consequently, the 
data acquisition and transmission is significantly important for the vibration control system 
because with inaccurate measurements the control system could not work, or could even 
work in a detrimental way.

One of the key points for the design of a structural vibration control system is the levels 
of control objectives: local control or global control. In local control, the objectives can be 
to augment damping, absorb energy and minimise residual displacements for local problems 
such as metal fatigue. The objectives of global control can be to stabilise structural response 
(instability problem), reduce structural response (functionality problem) and avoid collapse 
(integrity problem). Local control is relatively simple, often with single input and single out-
put. For global control, there are several cases of distributed control. The first one is a central-
ised controller in which the outputs from all sensors are processed by a centralised processor 
that provides control outputs to the distributed actuators. The second one is a decentralised 
controller in which the local control is carried out in an independent manner. However, 
the decentralised controller is inefficient and uneconomic. Conversely, the computer has to 
process signals at rates corresponding to the highest mode of interest in the centralised con-
troller. To avoid these issues, a compromise controller is an option, and can feature a central-
ised controller for overall performance and a distributed processor for local control. This is 
referred to as a hierarchical or multilevel controller (Chopra and Sirohi 2014).

Another key point for the design of a structural control system is the selection of actuators. 
Various types of actuators are introduced in Chapter 4 for active, semi-active and hybrid 
control systems. The actuators can basically be classified into three categories depending on 
their function: changing stiffness, increasing damping or isolating excitation. The change in 
structural stiffness can shift the natural frequencies of the structure away from the domi-
nant frequencies of the excitation to avoid resonance. The increase in damping can dissi-
pate more vibration energy to reduce vibration. The isolation of excitation can prevent the 
propagation of disturbances to sensitive parts of the structure. It is noted from Chapter 4 
that some actuators can provide more than one function. Furthermore, a large civil struc-
ture may need hundreds of distributed actuators to reduce its vibration. The placement 
and number of distributed actuators are very important, and will be discussed in detail in 
Chapter 10. Some applications of active, hybrid and semi-active control technology to civil 
structures will be presented in Chapter 13.

5.4  CONFIGURATION OF AN INTEGRATED HEALTH 
MONITORING AND VIBRATION CONTROL SYSTEM

The configuration of an integrated system for both structural health monitoring and vibration 
control is shown in Figure 5.4. It can be seen that the structural responses and/or dynamic 
loadings are measured by only one set of SS and one set of DATS for both structural health 

SS DATS CS DMS SES
Structure 
(loadings, 
responses)

Figure 5.3   Configuration of a structural vibration control system.
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monitoring and vibration control. DMS and SES are also one set only in the integrated 
system. Nevertheless, an integrated data processing and controller system (IDPCS) is used 
to override DPS in the structural health monitoring system, and CS in the structural vibra-
tion control system.

IDPCS is not a simple combination of DPS and CS. IDPCS couples DPS and CS for more 
efficient and powerful structural health monitoring and vibration control. For instance, if 
the dynamic characteristics of a structure are not known accurately or the structural finite 
element model (FEM) is not well built or updated, the control forces computed according to 
the control algorithm will not be optimal and the control performance may lose completely. 
In the integrated system, DPS can be used for system identification to identify the dynamic 
characteristics of a structure, and if these are used for determining optimal control forces, 
vibration control performance can be guaranteed or enhanced. This topic will be discussed 
in detail in Chapter 14. Moreover, Chapter 15 will present a real-time integrated procedure 
to demonstrate how structural health monitoring and vibration control can be integrated 
in real time to accurately identify time-varying structural parameters and unknown excita-
tions on the one hand, and to optimally mitigate excessive vibration of the building struc-
ture on the other hand.

In the field of civil engineering, the investigation of the optimal placement of sensors often 
refers to structural damage detection, whereas the study of the optimal placement of actua-
tors always makes reference to structural vibration control. Since the sensory system and 
actuator system are two tightly interacted parts in the integrated system, it is necessary to 
develop combinatorial optimisation methods for identifying the locations of both actuators 
and sensors for integrated structural health monitoring and vibration control of civil struc-
tures. This topic will be discussed in detail in Chapter 11.

It is worth pointing out that an integrated structural health monitoring and vibration 
control system can be extended to include the energy harvesting system, as discussed in 
Chapters 16 and 17, and the self-repairing system, as investigated in Chapter 18.

5.5 DATA ACQUISITION AND TRANSMISSION SYSTEM

Chapter 3 discussed sensors and SS in detail, and this chapter began with a discussion on 
DATS. In principle, DATS, as described in Section 5.5.1, can be used for structural health 
monitoring, structural vibration control and integrated structural health monitoring and 
vibration control.

5.5.1 Configuration of DATS

Sensors generate analogue signals that represent the physical parameters of a civil struc-
ture and its loadings and surrounding environment. Sensor output signals are called  

SS DATS

CS

DMS SES
Structure 
(loadings, 
responses)

DPS

IDPCS

Figure 5.4   Configuration of an integrated system for structural health monitoring and vibration control.
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measurements  . Because the measurements include noises and may be weak, the sensor out-
put signals need to be amplified and/or filtered. The analogue signals also need to be con-
verted into digital signals for further processing by computers. All the aforementioned tasks 
are implemented by DATS. A DATS is actually an intermediate device between the sensors 
and computers. It collects the signals generated by the sensors, conditions them, converts 
them and transmits them to the computers for further processing. For a small laboratory-
based experiment, these f unctions can be achieved using a card-based DAU in a computer. 
However, the configuration of a DATS for a real smart civil structure is generally compli-
cated. It usually consists of a local cabling network, stand-alone DAUs or substations, and 
a global cabling network, as illustrated in  Figure 5.5 . The local cabling network refers to 
the cables connecting the distributed sensors to the individual DAUs, and the global cabling 
network refers to the cables connecting the DAUs to central database servers. 

Appropriate deployment of DAUs plays a significant role in ensuring the quality and fidel-
ity of the acquired data in a smart civil structure. Long-distance wires cause noise and 
significant loss in analogue signals (especially for voltage signals) because the distributed 
sensors may be far from the central control office. It is also inefficient to wire all sensors to 
one central server. Therefore, DAUs are assigned at a few locations of the structure to col-
lect the signals from surrounding sensors, condition the signals and transmit the digital data 
into the central database server.

It is also noted that some proprietary sensors, such as global positioning system (GPS), 
video cameras, fibre-optic sensors and corrosion sensors have their own specific data acqui-
sition systems. These united sensor systems capture corresponding information, transform 
the information into digital data and directly connect to the central data server for further 
processing.

5.5.2 Hardware of DAUs

A DAU generally comprises a number of electronic components including signal condi-
tioners, a memory and data storage unit, a microcontroller, a communication device, an 
uninterruptible power supply, a fan/air conditioner, a lightning conductor and a GPS time 

Sensors

Sensors

Sensors

DAU 1

Sensors

Sensors

Sensors

DAU n

Central database 
servers

United sensor system

United sensor system

Figure  5.5   Configuration of a data acquisition and transmission system.
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synchroniser. All these components are integrated in a waterproof, rugged enclosure or 
cabinet for the purpose of long-term health monitoring and vibration control.

It is common to have different types of sensors with different output signals and different 
sampling rates included in one DAU. Consequently, a DAU can facilitate this flexibility 
and may have more than one signal conditioner. A signal conditioner manipulates an ana-
logue signal such that it meets the requirements of further processing. Signal conditioning 
usually includes amplification, filtering, analogue-to-digital (A/D) conversion and isolation. 
Amplification serves to amplify the analogue signal before A/D conversion to utilise the 
full range of the A/D converter, and thus increases the signal-to-noise ratio and resolution 
of the input signal. For example, acceleration in an ambient vibration may be very low and 
the output may be at millivolt level. An amplifier can multiply the voltage signal up to that 
required by the A/D converter (0−10 V, for instance). The amplifier is preferably placed near 
to the sensor, but sometimes this placement is difficult to achieve and it is integrated inside 
the DAU. Filtering is used to remove the unwanted frequency components, for example, 
alternating current (ac). Most signal conditioners employ low-pass filters. Isolation is used 
to isolate the possible ground loop and protect the hardware from damage. As the sampling 
rate in the measurement data of a civil structure is usually low, a single A/D converter can 
perform A/D conversion by switching between several channels (i.e. multiplexing). This is 
much less expensive than having a separate A/D converter for each channel, and thus is 
adopted in most practical structural health monitoring and vibration control systems.

The internal memory serves as a temporary buffer of data for transmission. It is usually 
integrated with the microcontroller. The data storage unit can save the measurement data 
relatively longer in case the global cabling network does not work appropriately. The data 
can be retrieved manually to the external storage devices or automatically to the database 
server when the global cabling network recovers.

The microcontroller consists of internal electronic circuitry to execute commands sent by 
the users and to control other hardware components. For example, the sampling rates and 
acquisition duration of the sensors can be changed by the users.

The communication device is responsible for communication between the DAU and the 
computer. Usually Ethernet interface is employed.

The power supply provides power to the data acquisition system and to some sensors that 
require an external power supply. An uninterruptible power supply provides instantaneous 
or near-instantaneous protection from unexpected power interruption or unstable input 
voltage.

A fan or air conditioner is used to cool the temperature of the DAU. A lightning conductor 
can provide protection to the DAU from lightning damage.

Previously, the DAUs were synchronised through a synchronisation signal regularly sent 
from the central station. Nowadays, GPS time synchronisers have become more popu-
lar as they provide an easy way to keep the DAUs and united sensor systems accurately 
synchronised.

In the DATS, a uniform network communication is crucial to ensure the data can be 
transmitted over the entire system. Various communication network technologies such as 
Ethernet, RS-232, RS-485, IEEE-1394 can be employed for the common network.

5.5.3 Network and communication

In a structural health monitoring or vibration control system for a large-scale civil structure, 
the distance between the DAUs to the central control office may be as far as a few kilome-
tres, in which cases fibre-optic cabling is desirable. In fibre-optic communication, there are 
basically two types of fibre-optic cables: single mode and multi-mode fibres. Multi-mode 
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fibres generally have a larger core diameter, and are used for shorter distance communication. 
Single mode fibres are used for communication links longer than 600 m, and are thus prefer-
able for a large civil structure. 

Wireless communication and networking have been rapidly developed and employed for 
data transmission, but its transmission speed and accuracy are still not comparable with 
that of the cable-based network at the moment. Nevertheless, the wireless network looks 
promising in the near future. It has advantages in some situations, particularly for con-
struction monitoring when the cable network is not ready. Wireless sensors and SS will be 
discussed in Section 5.10.

5.5.4 Operation of data acquisition and transmission

After the hardware has been installed, the DATS should be tested or verified through field 
tests, for example, controlled load tests. This is because the actual performance of the hard-
ware is uncertain under long-term exposure to harsh conditions. Moreover, it is difficult in 
practice to identify, repair and change the damaged facilities after the structure is put into 
service, which is usually operated by a different sector from the construction stage. Field 
verification can help identify problems in hardware, installation, cabling and software, such 
that the problems can be fixed before normal operation.

During normal operation, data acquisition and transmission are carried out in a system-
atic and organised manner. Depending on the nature of the monitored parameters, some 
sensors may work continuously while others may work in the trigger mode, in which the 
sensor signals are collected only when the parameters are above certain threshold values, 
usually after some events have occurred (e.g. earthquakes or typhoons). These two modes 
can be operated simultaneously in one data acquisition system.

The sampling rate (or sampling frequency) is an important factor affecting the data acqui-
sition speed. It relies on the variation speed of the monitored parameters and can be pro-
grammed by the users. For example, ambient temperature usually changes slowly with time 
and can be treated as a static measurand with a low sampling rate. Acceleration, on the 
other hand, varies more rapidly with time and is usually regarded as a dynamic parameter 
with a higher sampling rate. If a parameter is not sampled fast enough, which is known as 
under-sampling , the resulting digitised signal will not represent the actual signal accurately. 
This error is known as aliasing error.  To avoid this error, the Nyquist criterion requires that 
the sampling rate should be more than twice the highest frequency component of the origi-
nal signal of interest. For the low sampling rate, multiplexed sampling rather than simulta-
neous sampling can be employed. Multiplexed sampling allows different channels to share 
one A/D converter and to be sampled sequentially. This can reduce cost compared with the 
simultaneous sampling, in which each signal channel has an individual A/D converter.

After operating for a period in an adverse environment, DAUs are inevitably subject to 
error or malfunction. It is preferable to carry out periodical calibrations. As mentioned pre-
viously, the DAUs should be accessible for maintenance.

5.6  DATA PROCESSING SYSTEMS FOR STRUCTURAL 
HEALTH MONITORING

The functions of the DPS for structural health monitoring include: (1) control and display 
of the operation of the data acquisition system; (2) pre-processing of the raw signals 
received from the data acquisition system; (3) data archive into a database or storage media; 
(4) post-processing of the data; and (5) viewing the data. Data acquisition control, data 
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pre-processing and data post-processing will be discussed in the following sections. Data 
archive and display are discussed in Section 5.9 of this chapter.

5.6.1 Data acquisition control

A large-scale structural health monitoring system comprises various types of data 
acquisition hardware. Therefore, centralised data acquisition control is preferable. As 
described in Section 5.5.4, the signals can be collected in a long-term or short-term 
mode. Therefore, the data acquisition control unit should be flexible in handling both 
continuous monitoring mode and scheduled trigger mode. In practical structural health 
monitoring systems, the centralised control unit is located in the central control office 
and is operated by the users carrying out the communication with the local acquisition 
facilities via a graphical user interface.

The graphical user interface program is an interface between the data acquisition hard-
ware and the hardware driver software. It controls the operation of the DATS, such as how 
and when the DATS collect data, and where to transmit it. It provides the users with an easy 
interface as the details of the hardware are very complicated for most users, for example, 
civil engineers.

5.6.2 Signal pre-processing

Signal quality is determined by the signal’s ability to satisfy the requirements of the 
intended use. There are many factors comprising signal quality, including accuracy, com-
pleteness, consistency, timeliness, reliability and interpretability. Thus, signal pre-process-
ing is required for dealing with collected raw signals prior to permanent storage for the 
purpose of enlarging the storage of useful data in an effective way and being beneficial for 
further analysis of data in the post-processing process. The data pre-processing has two 
primary functions: (1) transforming the digital signals into the monitored physical data 
and (2) removing abnormal or undesirable data. Signal transforming is simply done by 
multiplying the corresponding calibration factor or sensitivities. There are several data-
elimination criteria for removal of typical abnormalities associated with various types of 
statistical data. The source of abnormal data is possibly derived from malfunction of the 
measurement instrument. Errors in data transmission can also occur. There may be tech-
nology limitations such as limited buffer size for coordinating synchronised data transfer 
and consumption.

There are a few criteria defining abnormal data. The first criterion is that extremely 
large or small data are regarded as abnormal. For example, the ambient temperature 
must be within a certain range for a given place, and an extremely high or low tempera-
ture outside this range recorded by the temperature sensor does not have any physical 
meaning. The second criterion to eliminate the abnormal data is set in terms of the dif-
ference between the maximum and minimum values in a specific period. For example, 
the change in ambient temperature of one day should be within a certain range, and an 
extremely significant increase or drop in temperature is suspicious. It is also observed 
that some data from vibration measurements are associated with zero standard devi-
ation. A zero standard deviation physically indicates a steady measurement without 
any fluctuation within the statistical period. As a result, the statistical values of mean, 
maximum and minimum have the same magnitude. Having a perfectly flat signal might 
be considered as an abnormal measurement. Correspondingly, the third criterion to 
eliminate the abnormal data is set in terms of the zero standard deviation of measured 
records.
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5.6.3 Signal post-processing and analysis

The pre-processed signal will be saved in a database system for future management or onto 
storage media such as hard disks and tapes after proper packaging and tagging. The stored 
data are processed for various uses. Here, we only provide examples of a few basic data 
processing techniques. Other techniques and more advanced analysis can be found in later 
chapters or other books (Farrar and Worden 2013).

5.6.3.1 Data mining

In a long-term structural health monitoring system, a huge amount of data are recorded 
from the sensor system. How to extract important features or information is critical to the 
effective use of structural health monitoring systems for structural condition evaluation. 
Data mining is a bridge between the data and specific patterns (or features) for decision. 
Data mining technologies have attracted a great deal of attention in the artificial intelligence 
community, in which a wider term is called knowledge discovery  (Fayyad et al. 1996a). 
Actually, data mining itself can be regarded as a knowledge discovery process. The data 
mining is defined as ‘the nontrivial process of identifying valid, novel, potentially useful, 
and ultimately understandable patterns in data’ (Fayyad et al. 1996b). Data mining mainly 
has the following several functions (Fayyad et al. 1996a; Duan and Zhang 2006):

• Regression : Identify the relationships between a set of variables.
• Classification : Classify a data item into one of several predefined classes.
• Clustering : Identify a finite set of categories or clusters to describe the data without 

predefined class labels.
• Summarisation : Find a compact description for a subset of data.
• Outlier detection : Detect data which do not comply with the general behaviour or 

model of the data in a database.

A wide variety of data mining methods exist from conventional statistical methods, such as 
regression analysis, clustering analysis and principal component analysis, to more advanced 
machine learning methods, such as support vector machine, genetic algorithm, Bayes belief 
theory, artificial neural networks (ANNs) and colony algorithms. Sohn et al. (2003) reviewed 
some applications of these techniques to structural damage detection. Here, only the regres-
sion analysis is introduced, as it is widely used for preliminary data processing in the context. 
Interested readers may refer to many textbooks in the area, for example, Kottegoda and 
Rosso (1997). The regression analysis investigates the relationship between one variable and 
one or more other variables. The simplest relation is the linear regression as

 y xx y= + +β β ε0   (5.1)

where:
 x  represents the explanatory variable
 y  is the response variable
 β 0  (intercept) and β x   (slope) are regression coefficients
 ε y   is the error

With least-squares fitting, the regression coefficients and confidence bounds can be 
obtained. To examine goodness of fit of the linear relation between x  and y , the correlation 
coefficient, ρ , is defined by
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 ρ
σ σ
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( )Cov x y

x y

,
  (5.2)

where:
 σ  is the standard deviation
 Cov  is the covariance

A higher correlation coefficient implies a good linear relation between the two variables. 
The linear regression can be easily extended to the multiple linear regression where the 
equation contains more than one explanatory variable.

5.6.3.2 Frequency domain analysis

Frequency domain analysis allows one to examine the data in the frequency domain, rather 
than in the time domain. It presents the frequency components of a signal and the contri-
butions from each frequency to the signal. The most important concept in the frequency 
domain analysis is the transformation. Usually, the signal can be converted between the 
time and frequency domains with a pair of transforms, for example, a Fourier transform 
and an inverse Fourier transform.

Quite often in structural health monitoring and vibration control, one is interested in the 
frequency spectrum of loading signals and response signals of a structure to view their fre-
quency components. For example, acceleration responses of a structure can reveal the natu-
ral frequencies of the structure. Further, its important vibration characteristics (frequencies, 
damping and mode shapes) can be obtained via modal analysis tools. In practice, signals 
are captured at a discrete set of times, say, 1/f s  , 2/f s  ,… , n /f s   where n  is the total number of 
data and f s   is the sampling rate. Accordingly, the discrete Fourier transform is often used in 
signal processing, which transforms a series of signal x (0), x (1),… , x (n  − 1) into n  complex 
numbers as

 F j
n

x k
i jk
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n
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−
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where:
 i  is the imaginary unit
 j  = 0, 1, 2,… , n  − 1

and the inverse discrete Fourier transform takes the form
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Equations 5.3 and 5.4 indicate that complex numbers F (j ) represent the amplitude and phase 
of the different sinusoidal components of signal x (k ), while signal x (k ) is a sum of sinusoi-
dal components. The amplitude or phase of F (j ) represents the spectrum of the time series 
x (k ). Due to the symmetric property, usually only the first half spectrum is of interest. It is 
notable that the j th item is associated with the physical frequency (in hertz) of jf s  /n  (or the 
circular frequency of 2π jf s  /n ). The squared amplitude of the Fourier transform, or power, 
can be obtained as
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 P j F j( ) ( )= 2
 (5.5)

The resulting plot is referred to as a power spectrum, indicating the averaged power over the 
entire frequency range. More common in signal processing is power spectrum density, that 
is, the power component of a signal in an infinitesimal frequency band. According to the 
Wiener–Khinchin theorem, the power spectrum density is the Fourier transform of the auto-
correlation function of the signal (theoretically a random signal does not obey the Dirichlet 
condition and its Fourier transform does not exist, whereas its autocorrelation function 
obeys the Dirichlet condition and the Fourier transform is valid). That is

 S j
n

R k
i jk
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xx xx

k

n
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where:
 S xx   is the auto-power spectrum density
 R xx   is the autocorrelation function taking the form of

 R k E x j x j kxx( ) ( ) ( )= −[ ]  (5.7)

Similarly, for two discrete signals x  and f , their cross-power spectrum can be obtained as the 
Fourier transform of the cross-correlation function of the two signals. When f  and x  refer 
to the input force and output response, respectively, the commonly used frequency response 
functions (FRFs) can be obtained as

 H j
S j
S j

fx

ff

( )
( )
( )

=  (5.8)

where S ff   and S fx   refer to the auto-power spectrum density of the input force and cross-
power spectrum density between the input force and response, respectively.

It is recommended that a window is used to minimise the leakage problem during the 
transform unless the signal is transient and dies away within the record length. The Hanning 
window function is commonly used, while the exponential window function is suggested 
for impact testing (Avitabile 2001). The above-mentioned frequency analyses, including the 
Fourier transform, power spectrum and FRFs, are standard techniques and are available in 
spectral analysers.

5.6.3.3 Time–frequency domain analysis

An important assumption of the Fourier transform is that the signal is stationary. Some 
signals in the real world are non-stationary, that is, the signal statistical characteristics vary 
with time. Examples of this include thunderstorm wind speed signals and earthquake ground 
motions. Recent advances in the field of signal processing have allowed characterisation of 
the time–frequency properties of non-stationary signals. There are a few well-known time-
frequency distributions and analysis tools, such as short-time Fourier transform (STFT), 
wavelet transform and Hilbert–Huang transform (HHT).

The STFT computes the time-dependent Fourier transform of a signal using a sliding 
window (Oppenheim and Schafer 1989). If the time window is sufficiently narrow, each 
frame extracted can be viewed as stationary so that Fourier transform can be used. The 
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STFT method thus splits the original signal into overlapping segments and applies the 
discrete-time Fourier transform to each segment to produce an estimate of the short-time 
frequency content of the signal over the given time period. With the window moving along 
the time axis, the relation between the variance of frequency and time can be identified. 
The two major factors influencing the analysis results of STFT are the size of the selected 
window and the shape of the selected window. The selection of window size should be care-
fully conducted with the simultaneous consideration of both time resolution and frequency 
resolution of STFT, because these two aspects basically act in a conflicting manner. In a 
general sense, for a short window, the time resolution is high, but the frequency resolution 
is low. Moreover, it is also important to choose the proper size of overlapping sections for 
the windows. For instance, a non-zero overlap size usually helps to detect changes between 
adjacent data frames.

The wavelet transform is a relatively new tool in mathematics and has broad applica-
tions (Daubechies 1992). Signal decomposition based on wavelets is very similar to Fourier 
transforms, which use dilations of sinusoids as the bases. Wavelet functions are composed 
of a family of basic functions that are capable of describing a signal in a localised time (or 
space) domain and frequency (or scale) domain. Therefore, using wavelets can perform local 
analysis of a signal, that is, zooming on any interval of time or space. The wavelet transform 
can be classified into two broad categories: continuous and discrete. In general, continuous 
wavelets are better for time–frequency analysis and discrete wavelets are more suitable for 
decomposition, compression and feature selection. However, it is not always clear which 
wavelet should be chosen (Staszewski and Robertson 2007).

The HHT was proposed by Huang et al. (1998). It is an adaptive data analysis method 
designed specifically for analysing data from nonlinear and non-stationary processes. HHT 
decomposes a signal into a series of intrinsic mode functions (IMFs) with the empirical 
mode decomposition (EMD), and then uses the Hilbert spectral analysis to obtain instan-
taneous frequency data. The basic assumption for EMD is that any data consist of different 
simple oscillatory modes of which each is represented by an IMF. Having obtained the IMF 
component, the HHT is applied to each IMF component for computing the instantaneous 
frequency.

5.6.3.4 Data fusion

A structural health monitoring system usually includes various types of sensors located 
in different spatial positions. Different types of sensors located in the same position may 
capture different signals. Spatially distributed sensors may also demonstrate different fea-
tures of the structure. In addition, different methods and different users may reach different 
results. Therefore, integration of data from different sensors and integration of results made 
by different algorithms are important to a robust monitoring exercise (Chan et al. 2006). 
Data fusion is an important data processing tool to achieve this.

Data fusion is a process that integrates data and information from multiple sources to 
acquire improved information that could not be achieved by using a single source of infor-
mation alone (Hall 1992). Fusion processes are often categorised as low, intermediate and 
high level fusion depending on the processing stage at which fusion takes place (Hall and 
Llinas 1997). The low-level fusion combines raw data from multiple sensors to produce new 
data that are expected to be more informative and synthetic than the inputs. In the interme-
diate-level fusion or feature-level fusion, features are extracted from multiple sensors’ raw 
data, and various features are combined into a concatenated feature vector that may be used 
by further processing. The high-level fusion, also called decision fusion , combines decisions 
coming from several experts to reach a consistent conclusion. A wide range of techniques 



Processors and processing systems 135

are involved in feature/decision-level data fusion, including artificial intelligence, pattern 
recognition, statistical estimation and information theory. Detailed descriptions of these 
techniques, such as Neural Networks, Bayesian inference and Dempster–Shafer’s methods, 
can be found in corresponding references (Hall and Llinas 1997, 2001; Luo et al. 2002; 
Esteban et al. 2005; Khaleghi et al. 2013).

5.7  CONTROLLER SYSTEMS FOR STRUCTURAL 
VIBRATION CONTROL

CSs for structural vibration control are also called control force generation systems.  In 
general, a CS contains three major parts: a control device power supplier, a digital control 
processor (or analogue control console) and a control device, as shown in Figure 5.6 (Chu 
et  al. 2005). The control device power supplier is the source of generating the required 
control forces. A digital control processor or analogue control console is actually a control 
command calculator. The primary difference between a digital controller and an analogue 
controller is the use of a digital control processor as the control command calculator in 
a digital controller instead of the fixed electronic circuits used in an analogue controller. 
Owing to the decreasing cost and increasing functionality of computers in both hardware 
and software, digital controllers have often superseded the analogue controllers. The con-
trol command calculator actually first generates digital control signals based on the control 
algorithm designed. It then converts digital control signals to analogue signals by means of 
a digital-to-analogue (D/A) converter. The analogue control signals are finally fed to the 
actuators to generate the control forces with power supply. The calculated command signals 
are usually different from the outputs actually achieved at the beginning. By employing a 
feedback control loop, the output measurements of the structural responses from the sen-
sory system and the DATS can be utilised to modify the command signals so as to correct 
any output errors.

The time lag of the achieved outputs from the command signals can be modelled as a 
time delay which is unavoidable and should be considered in the theoretical development. 
In an active control case, to protect the whole system from damage, a fail-safe function, 
which is able to shut down the control power, is required to monitor the structural response. 
This control device, as discussed in Chapter 4, mechanically drives a controlled structure. 
Factors such as power, motion resolution, repeatability and operation bandwidth require-
ment for a control device can differ significantly, depending on the particular control system. 
Moreover, the actuator–structure interaction is present in any mechanical control device. 
In order to include this interaction effect, the response of an actuator can be explicitly mod-
elled and then included in the model of the structural system (Dyke 1996; Riley 1996).

A passive controller system can be defined as a system which utilises the motions of the 
structure to develop control forces and does not require an external power source for opera-
tion. Control forces are developed as a function of the structural response at the location 

Power supply Control device

Control command 
calculator

Figure 5.6   Configuration of a controller system.



136 Smart civil structures

Ex
ci

ta
tio

n
St

ru
ct

ur
e

Pa
ss

iv
e 

co
nt

ro
l d

ev
ic

e

Re
sp

on
se

Ex
ci

ta
tio

n
St

ru
ct

ur
e

A
ct

iv
e 

co
nt

ro
l d

ev
ic

e

Re
sp

on
se

Se
ns

or
s

Se
ns

or
s

C
on

tr
ol

 c
om

m
an

d 
ca

lc
ul

at
or

Po
w

er
 

so
ur

ce

Ex
ci

ta
tio

n
St

ru
ct

ur
e

Se
m

i-a
ct

iv
e 

co
nt

ro
l d

ev
ic

e

Re
sp

on
se

Se
ns

or
s

Se
ns

or
s

C
on

tr
ol

 c
om

m
an

d 
ca

lc
ul

at
or

Lo
w

 
po

w
er

 
so

ur
ce

Ex
ci

ta
tio

n
St

ru
ct

ur
e

A
ct

iv
e 

co
nt

ro
l 

de
vi

ce

Re
sp

on
se

Se
ns

or
s

Se
ns

or
s

C
on

tr
ol

 c
om

m
an

d 
ca

lc
ul

at
or

Po
w

er
 

so
ur

ce

Pa
ss

iv
e 

co
nt

ro
l 

de
vi

ce

(a
)

(b
)

(c
)

(d
)

Fi
gu

re
 5

.7
   B

lo
ck

 d
ia

gr
am

s 
of

 c
on

tr
ol

le
r 

sy
st

em
s:

 (a
) p

as
si

ve
 c

on
tr

ol
 s

ys
te

m
, (

b)
 a

ct
iv

e 
co

nt
ro

l s
ys

te
m

, (
c)

 s
em

i-
ac

tiv
e 

co
nt

ro
l s

ys
te

m
 a

nd
 (d

) h
yb

ri
d 

co
nt

ro
l s

ys
te

m
.



Processors and processing systems 137

of passive control devices without control commands (see Figure 5.7a). Currently available 
schemes of passive controller systems are very diverse, as discussed in Chapter 4. Passive 
control systems have proved to be one of the more effective methods in reducing structural 
vibration. They generally feature four main advantages: (1) they are usually relatively inex-
pensive; (2) they are inherently stable; (3) they consume no external energy (energy may not 
be available during a major earthquake); and (4) they could potentially work during any 
magnitude of earthquake and wind. Although the SS, DATS, DMS and SES for the passive 
vibration control system are not required in principle, it is preferable to retain these compo-
nents so that the structural performance can be monitored, the passive control performance 
can be evaluated and the optimal locations and numbers of passive control devices deter-
mined numerically can be verified, among others.

An active controller system can be defined as a system which typically requires a large 
power source for the operation of electrohydraulic or electromechanical actuators which 
impart control forces to the structure against external excitations (see Figure 5.7b). The 
control forces are developed based on signals from the SS that measure the responses of 
the structure and/or the excitations acting on the structure. The feedback from the struc-
tural responses may be measured at locations away from the location of the active control-
ler system, but the DATS can transmit the feedback to the active controller system. The 
prominent features are the versatility and adaptability of active control systems by means 
of the adjustable control forces from the actuators based upon feedback information from 
a measured response of the structure and/or feedforward information from the external 
excitation.

To actively control the structure, a key task is determining the appropriate control force 
which counts on control algorithms. The control algorithm is implemented by means of 
software in the computer for generating control force based on the measurements obtained 
from the sensors. The control algorithm should achieve the control objective, such as the 
maximisation of the reduction of structural response with the minimum control energy or 
control force. However, more reduction of structural response requires more control energy. 
Hence, a performance index is used in this situation to find a compromise between the need 
to reduce structural response and the need to minimise control energy. Different quan-
tification of performance indices produces different types of algorithms. Diverse control 
algorithms are available for active vibration control such as optimal control, modal control, 
sliding mode control, H2  and H∞   control, adaptive control and artificial intelligent control. 
A detailed discussion on these control algorithms can be found in Chapter 9.

The first full-scale implementation of an active control system was the Kyobashi Seiwa 
Building in Tokyo (Kobori 1994). It is an 11-story building, as shown in Figure 5.8. The 
active control system consists of two active mass dampers (AMDs) where the primary AMD 
is used for transverse motion reduction, and the secondary AMD is employed to reduce the 
torsional motion. Further detailed information can be found in Kobori (1994).

A semi-active controller system can be defined as a system which typically requires a 
much smaller external power source than active controller systems for adjusting the proper-
ties of semi-active control devices. Structural responses and/or external excitations are the 
feedback and/or feedforward signals for adjustments of control forces (see Figure 5.7c). The 
acceptance and application of semi-active control systems is growing in recent years primar-
ily because it features advantages of both active and passive control systems. It is promising 
in offering the reliability of passive control systems while maintaining the versatility and 
adaptability of active control systems with much lower power requirements, which is a 
critical design consideration for earthquakes. Examples of semi-active control devices that 
have been considered to realise semi-active control applications include semi-active hydrau-
lic dampers, semi-active friction dampers, semi-active liquid dampers, semi-active stiffness 
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control devices and controllable fluid dampers, as discussed in Chapter 4. The semi-active 
control algorithm is one of the key points for control performance, and will be discussed in 
Chapter 9.

Semi-active control systems were installed in the Kajima Shizuoka Building in Shizuoka, 
Japan. As seen in Figure 5.9, semi-active hydraulic dampers were installed inside the walls on 
both sides of the building to enable it to be used as a disaster relief base in post-earthquake 
situations. Each damper consists of a flow control valve, a check valve and an accumulator, 
and each can develop a maximum damping force of 1000 kN. Further detailed information 
can be found in Kurata et al. (1999) and Kobori (2000).

A hybrid controller system can be defined as a system that employs a combination of 
passive and active controller systems (see Figure 5.7d). Hybrid control strategies have been 
investigated to increase the overall reliability and efficiency of the controlled structure. 
Three major systems in the classification of hybrid control systems are hybrid mass damper 
systems, hybrid base isolation systems and hybrid bracing control devices, as discussed in 
Chapter 4. The control algorithms used in the hybrid controller system are similar to those 
used in the active controller system.

An example of hybrid vibration control is the hybrid mass damper system installed in 
the Sendagaya INTES building in Tokyo in 1991. As shown in Figure 5.10, the hybrid 
mass damper was installed on top of the eleventh floor and consists of two masses to 
control transverse and torsional motions of the structure, while hydraulic actuators 
provide the active control capabilities. The masses are supported by multi-stage rubber 
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Figure  5.8   Kyobashi Seiwa Building with active mass dampers: (a) a schematic diagram of the configura-
tion of AMD system and (b) a photo of the building. (From Spencer Jr., B.F., Fourteenth World 
Conference on Earthquake Engineering, Beijing, China, 2008.)



Processors and processing systems 139

bearings intended to reduce the control energy consumed in the hybrid mass dampers, 
and for ensuring smooth mass movements. Further details can be found in Higashino and 
Aizawa (1993).

One important consideration in real-time control implementation is time delay and time 
lag (Chu et al. 2005). In ideal situations, all operations in the control loop can be performed 
instantaneously. However, in reality, time is required to process measured information, to per-
form on-line computation and to convert signals between analogue and discrete values. These 

AMD

45 m

58 m

Sensor on the 
middle floor

Sensors for 
control

Wind sensor

Control room

Sensor on the top floor

(a) (b)

Figure 5.10   Sendagaya INTES Building with hybrid mass dampers: (a) a schematic diagram of the configu-
ration of hybrid mass damper system and (b) a photo of the building. (From (b) http://www.
panoramio.com/photo/62207892.)
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hydraulic dampers

(a) (b)

Figure 5.9   Kajima Shizuoka Building with semi-active hydraulic dampers: (a) the location of semi-active 
hydraulic dampers and (b) a photo of the building. (From (b) Kobori, T., Twelfth World Conference 
on Earthquake Engineering , New Zealand, 2000.)

http://www.panoramio.com/photo/62207892
http://www.panoramio.com/photo/62207892
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steps contribute to the time delays in the control feedback loop. Additionally, time lags due to 
actuator dynamics are often significant and cause unsynchronised application of the control 
forces if not appropriately accommodated. Improper consideration of these time lags may 
potentially cause instability in the active control system. Time lags can be accommodated by 
explicitly incorporating actuator dynamics into the whole system model. Alternatively, time 
lags may also be modelled as a time delay and, as such, the designer may incorporate them into 
the discrete-time derivation and compensate for them in the optimisation process.

Another important consideration in real-time control implementation is the discrete-
time nature in the application of a control algorithm (Chu et al. 2005). Strictly speaking, 
continuous-time control algorithms can only be executed in discrete-time since a digital 
computer is usually used for on-line computation and control execution. As a consequence, 
response measurements are digitised as feedback signals, and control forces are applied in 
the form of piecewise step functions. Hence, they are not continuous functions. With this 
in mind, discrete-time formulation of structural control is an essential requirement. In this 
formulation, the time delay and sampling period can be considered at the very beginning of 
the control algorithm. Output feedback can also be accommodated with resulting savings in 
the number of required sensors.

Optimal control algorithms with full-state feedback are generally used in modern control 
systems, which will be discussed in Chapter 9. This is because the full-state feedback tech-
nique can improve damping at each degree of freedom of the structure and thus effectively 
reduce structural vibration. However, these algorithms require measurements of all state 
variables because the control force is generated by feedback of all state variables. In reality, 
measuring all state variables for effective vibration control is a big challenge for the practi-
cal design and construction of large smart civil structures because of the complexity and 
reliability of the sensory system. One of the ways of solving this problem will be introduced 
in Chapter 11.

5.8 INTEGRATED DATA PROCESSING AND CONTROLLER SYSTEMS

In an integrated structural health monitoring and vibration control system, an IDPCS is 
used to override the DPS in the structural health monitoring system and the CS in the struc-
tural vibration control system. IDPCS is not a simple combination of DPS and CS. IDPCS 
couples DPS and CS for more efficient and powerful structural health monitoring and vibra-
tion control.

For instance, in vibration control applications, a two-stage model-reduction procedure 
is generally carried out whereby a civil structure, a distributed-parameter system, is first 
reduced to a finite-degree-of-freedom system discretised in space as a full-order system. It 
is then further reduced to a discrete-parameter system with as small a number of degrees of 
freedom as the reduced-order system (Chu et al. 2005). In practical control design, if ana-
lytical and simulated control results are based on the reduced-order system, necessitated by 
practical limitations as well as computational considerations, modelling errors will result, 
which may increase the risk of instability. Furthermore, most control developments have 
been restricted to the consideration of linear structures. In reality, structures will inevitably 
become nonlinear at some point due to excessive excitation levels. If the nonlinear behaviour 
of the structure is known, the linear control algorithms can be advanced to deal with non-
linearity. The control laws and the resulting controlled system performance are, in general, 
functions of structural parameters such as mass, stiffness and damping ratio. In reality, the 
structural parameters cannot be estimated precisely and their values used in control design 
may deviate significantly from the actual ones. Thus, parameter uncertainties are another 
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practical concern. With the IDPCS, the structural parameters can be identified, the model-
ling errors due to the reduced-order system can be quantified and the nonlinear behaviour of 
the structure can be detected through the structural health monitoring system and the DPS 
in particular, as demonstrated in Chapters 6 and 7.

From the viewpoint of practicality and economy, the number of sensors and controllers 
are severely limited for real structural control applications. However, on the other hand, the 
development of control algorithms has been based on an arbitrary number of controllers and 
has included the case of an arbitrary number of sensors as long as the structural system is 
completely controllable and observable. The integration of the structural health monitoring 
system and structural vibration control system will accommodate the sensor number prob-
lem if the response reconstruction technique is used in the sensor placement, as discussed 
in Chapter 8, and in the collective placement of sensors and controllers, as discussed in 
Chapter 11.

There are many potential ways to couple DPS and CS for more efficient and powerful 
structural health monitoring and vibration control, which deserve exploration.

5.9 DATA MANAGEMENT SYSTEMS

The collected data and processed data or results should be stored and managed properly 
for display, query and further analysis. In addition, relevant information on the structural 
health monitoring system, structural control system, computational models and design files 
needs to be documented as well. These tasks are completed by the DMS via a standard data-
base management system, such as MySQL or ORACLE.

5.9.1 Components and functions of data management systems

A standard DMS allows users to store and retrieve data in a structured way so that later 
assessment is more efficient and reliable. Long-term signal processing systems for large 
civil structures contain large amounts of different types of data. Therefore, a large signal 
processing system usually consists of several databases, including a device database, mea-
surement data database, structural analysis data database, structural control performance 
evaluation data database, health evaluation data database and user data database. The 
DMS manages each database to fulfil its corresponding function.

The device database records the information on all sensors, actuators and substations. 
For sensors and actuators, their identification (ID), label, substation, location, specifica-
tions, manufacturer, installation time, initial values, sampling rate, thresholds, working 
condition and maintenance record should be recorded. For substations, their ID, label, sen-
sors, actuators, location, specifications, manufacturer, installation time, working condition, 
and maintenance record are recorded. These data are necessary to examine the collected 
measurements in the long term. Various types of sensors and actuators should be labelled 
properly so that they can be easily identified by users. The DMS has the function of inserting 
and deleting sensors, actuators and substations, and monitoring their conditions.

The measurement data database records all the data collected from the SS and the CS, 
including the loads, control forces, structural responses and environmental parameters. 
For efficiency, the measurement data database usually stores data for a limited period 
only, for example, one year. The historical data beyond this period are archived in storage 
media. For data safety, all the measurement data should have a spare backup. A DMS has 
the function of automatic retrieval and output of the measurement data, and data query 
from authorised users.
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The structural analysis data database records the FEM data, the input parameters of the 
models and major output data, the design drawings and basic design parameters. For large 
civil structures, there might be more than one FEM for cross-checking and for different 
applications. The models can be input into the corresponding analysis software and the 
output data employed for comparison and evaluation.

The control performance evaluation data database records the excitation, control 
duration, control force, structural responses, criteria, results and reporting. Once an 
extreme event occurs, for example, a strong typhoon, a specified evaluation should be 
carried out immediately. For such an evaluation, the predetermined criteria should be 
provided.

The structural health evaluation data database records the evaluation time, parame-
ters, objects, criteria, results and reporting. The structural health evaluation may be per-
formed regularly for normal operation. It can also be performed together with the control 
performance evaluation. Once an extreme event occurs, for example, an earthquake, a 
specified evaluation should be carried out immediately. For each kind of evaluation, the pre-
determined criteria should be provided.

The user data database manages the users’ information, such as username, ID, user group 
and personal data and contact information. Different users are assigned different rights by 
the DMS to log into the structural health monitoring system and/or structural vibration 
control system.

A DMS should provide security management, which may include network security, data 
protection, database backup and user operation audit. Finally, a DMS should provide an 
alarm function. The alarm module can automatically generate warning messages when 
some predefined criteria are satisfied. Important alarms should be sent to relevant staff 
through email and short messages until countermeasures are taken.

5.9.2 Maintenance of data management systems

A large signal processing system is operated by authorised staff members who have received 
basic training in computer technology and civil engineering. When the databases start 
working, their functions and performance need to be tested. After a period of operation, 
increases in the size of the databases may cause physical storage malfunctions and reduce 
their efficiency. Therefore, maintenance of the DMS is necessary. The duties of a DMS 
administrator include backup and restoration, monitoring and improvement, and recon-
struction and reconfiguration of the databases.

5.10 STRUCTURAL HEALTH EVALUATION SYSTEMS

Structural health evaluation system (SHES) can be used regularly during the normal opera-
tion of a civil structure based on information from the structural analysis data database 
and the structural health evaluation data database. The structural health evaluation can 
also be performed together with the structural control performance evaluation system 
(SCPES) after an extreme event. The SHES is generally composed of an on-line structural 
condition evaluation system and an off-line structural health and safety assessment system. 
The on-line structural condition evaluation system is mainly used to compare the static 
and dynamic measurement data with the design values, FEM analysis results and pre-
determined thresholds and patterns to provide a prompt evaluation of the structural condi-
tion. The off-line structural health and safety assessment system incorporates varieties of 
model-based and data-driven damage diagnostic and prognostic algorithms, which mostly 
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require both historical and current monitoring data. The methods and algorithms of system 
identification, model updating and damage detection, which are discussed in subsequent 
chapters, are required for health evaluation. Although many SHESs focus on health evalu-
ation after the completion of structural construction, the integration of in-construction 
monitoring and in-service monitoring seems to be more attractive because of being able to 
(1) detect anomalies during construction; (2) facilitate the deployment of sensors devised 
for in-service monitoring; (3) track complete data histories from the onset of construction; 
(4) enable life-cycle monitoring and assessment of the structure from its ‘birth’ (Ni et al. 
2009). Once an extreme event occurs, for example, an earthquake, a specified evaluation 
should be carried out immediately. For each kind of evaluation, the predetermined criteria 
should be provided. It should be noted that the local structural damage in large civil struc-
tures is usually difficult to identify in practice using modal properties alone. More reliable 
structural health evaluation methods are thus required and should combine global modal 
properties and local information (e.g. strain) through multilevel data fusion techniques and 
multi-scale health monitoring techniques, all of which will be discussed in Chapters 6, 7, 
12 and 19.

One of the most important tasks for a SHES is damage prognosis (DP). DP attempts to 
forecast system performance by assessing the current damage state of the system (i.e. struc-
tural health monitoring), estimating the future loading environments for that system and 
predicting the remaining useful life of the system through simulation and past experience 
(Farrar and Lieven 2007; Farrar and Worden 2013). For civil structures, there is a need to 
perform timely and quantified structural condition assessments and then confidently predict 
how these structures will respond to future loading such as the inevitable aftershocks that 
occur following a major seismic event. The DP process begins by collecting as much initial 
system information as possible, including testing and analyses that were performed during 
the system design, as well as maintenance and repair information that might be available. 
Then, based on the data from the operational and environmental sensors, an FEM for struc-
tural health monitoring and a future loading model for predicting the future system loading 
are developed. Finally, the output of the future loading model and FEM will be input into 
a reliability-based predictive tool that estimates the remaining system life. Note that the 
definition of ‘remaining life’ can take on a variety of meanings depending on the specific 
application, for example, if the system fails or is no longer usable, or the occupants feel 
uncomfortable. The successful development of a DP capability will require the further devel-
opment and integration of many technologies including measurement/processing/telemetry 
hardware and a variety of deterministic and probabilistic predictive modelling capabilities, 
as well as the ability to quantify the uncertainty in these predictions (Farrar and Lieven 
2007). Further discussion on this topic will be presented in Chapter 19.

It is worth noting that a reliable FEM is significantly important for both SHES and 
SCPES. The FEM to be built in the intact state (e.g. the period just after the completion of 
construction) could be viewed as a baseline for future dynamic analysis and health evalua-
tion. Although some available data-based structural health monitoring techniques may be 
able to indicate a change and detect damage through the changes of the measured signals, 
they are basically performing poorly when trying to classify the nature of the damage with-
out an FEM. Moreover, though uncertainties must be considered in the available predictive 
techniques, a reliable FEM is still beneficial. Indeed, it is indispensable for DP because the 
future loading model and FEM are both viewed as input in these techniques. Since the opti-
mal control force is determined based on structural parameters and types, the FEM plays a 
more important role in SCPES. If the FEM is poorly built , the optimal control force will not 
be provided and a worse control performance will result. More details on the establishment 
of a reliable FEM can be found in Chapters 6 and 7.
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5.11 WIRELESS SENSORS AND SENSORY SYSTEMS

Advances in micro-electromechanical systems (MEMS) technology, wireless communica-
tions and digital electronics have enabled the rapid development of wireless sensor technology 
since the late twentieth century. This will be discussed here rather than in Chapter 3 because 
the wireless sensor is actually neither one kind of pure sensing technology nor a new trans-
mission method. Instead it is a new system that can carry out many tasks, including struc-
tural health monitoring. A wireless sensory system can comprise all of the components in 
a wire-based signal processing system described previously, such as SS, DATS, DPS, DMS 
and SES. However, it has its own unique characteristics when compared with the wire-based 
signal processing systems.

5.11.1 Overview of wireless sensors

Wireless sensors were developed because a robust system may require a dense network 
of sensors throughout the system. Traditional SS usually attempts to develop fewer, but 
increasingly accurate, sensors at optimised locations. A bio-system, however, usually com-
prises a huge number of distributed sensors, each with limited functions. This philosophy 
inspires researchers to develop a network of many low-cost small sensors. In addition, the 
traditional SS is usually wire-based, which has high installation cost. Maintenance of such 
a monitoring system at a reliable operating level under adverse environment conditions for 
a long period of time is very difficult. Experiences in monitoring civil structures show that 
communication wires are more vulnerable to the environment than the sensors themselves. 
Wireless transmission provides a more flexible communication manner, and sensors can be 
deployed and scaled easily.

With the support of the US Defense Advanced Research Projects Agency, researchers at 
the University of California at Berkeley have developed the open platform, well known as 
‘Berkeley Mote’ or ‘Smart Dust’, whose ultimate goal is to create a fully autonomous system 
within a cubic millimeter volume (Kahn et al. 1999). Such a system may comprise hundreds 
or thousands of sensor nodes, each costing as little as about one US dollar.

Berkeley Mote was the first open hardware/software research platform to allow users to 
customise hardware/software for a particular application. Its first generation was COTS 
Dust (Hollar 2000), followed by Rene, developed in 2000. The third generation, the Mica, 
was released in 2001. Subsequent improvements to the Mica platform resulted in Mica2, 
Mica2Dot and MicaZ. Another commonly used wireless sensor unit is the Intel Mote plat-
form Imote (Kling 2003) and Imote 2 (Kling 2005).

Berkeley Mote, Intel Mote and quite a few others have been used for general purposes in 
the military, and in the environment, health, home and other commercial areas (Akyildiz 
et al. 2002; Yick et al. 2008). These systems have been customised for structural health 
monitoring applications (Kurata et al. 2003; Ruiz-Sandoval et al. 2006; Rice and Spencer 
2008). A wireless monitoring system, in which 110 wireless nodes were used, was imple-
mented in the Jindo Bridge, Korea, in June 2009. In the structural discipline, researchers 
from Stanford University have developed their own wireless sensor unit for structural health 
monitoring (Lynch et al. 2001, 2002).

5.11.2 Basic architectures and features of wireless sensors

A wireless sensor node usually consists of four basic components, as shown in Figure 5.11: 
a sensing unit, a processing unit, a transceiver unit and a power unit (Akyildiz et al. 2002). 
The components are carefully selected to meet specified functions and keep total costs low.
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The processing unit is a microprocessor (or microcontroller), which controls the sensing, 
data processing, computation and communication with other sensor nodes or the central 
station. Unlike traditional sensors, the on-board processor makes the wireless sensor node 
intelligent. The micro-processor’s small storage stores internal programs and processed data.

The sensing unit is usually composed of a few sensors and A/D converters. The analogue 
signals collected by the sensors are converted to digital signals by the A/D converter, and 
then sent to the processing unit. It is notable that the A/D converter in most general wire-
less sensor nodes is only 8 or 10 bits. This is insufficient for vibration monitoring. In the 
customised Imote 2 (Rice and Spencer 2008), a 16-bits A/D converter is embedded. The 
wireless sensor unit developed in Stanford University (Lynch et al. 2001) has a 16-bits A/D 
converter as well.

A transceiver unit connects the node to the network. The transmission distance of most 
wireless nodes is about 50–500 m in outdoor environments. Consequently, for large civil 
structures, this transmission range requires that the sensor nodes communicate with peers 
and send the data to the base station over the network. The wireless network has three kinds 
of transmission range (Swartz and Lynch 2009): star, peer-to-peer and multi-tier, as shown 
in Figure 5.12. In the figure, the sensor nodes include generic nodes and gateway nodes. 
A gateway node, like the substation in the wired systems, gathers data from the adjacent 
generic nodes and transmits them to the base station. Most of the smart sensors to date 
adopt radio frequency for wireless communication.

The power unit is an important component in wireless sensor nodes. Currently, most of the 
available smart sensors rely on battery power supply, which has a finite capacity and a finite 
life. Several attempts have been made to harvest energy at sensor nodes locally, for example, 
solar cell, wind turbine, mechanical vibration, fuel cells and mobile supplier. Solar cell is the 
current mature technique and was used in the wireless monitoring of the Jindo Bridge.

In wireless sensor nodes, communication consumes much more power than other opera-
tions, including sensing and processing. Therefore, collected raw data are processed within 
the sensing unit to reduce the amount of raw data transmitted wirelessly over the network. 
This also takes advantage of the computational characteristics of the processor board. 

Star Peer-to-peer Multi-pier
(a) (b) (c)

Gateway node Generic node

Figure 5.12   Wireless network topology.
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Figure 5.11   Structure of a wireless sensor node.
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Accordingly, this distributed computation and monitoring makes the wireless monitoring 
different from the tethered monitoring using the traditional wired system.

To facilitate this distributed monitoring, the micro-processor has two types of software: 
the operating system and engineering algorithms. The operating system controls the nodes 
and provides device drivers. One popular operating system is TinyOS (http://www.tinyos.
net), an open-source operating system designed by the University of California at Berkeley. 
Both Berkeley Mote and Intel Mote run TinyOS.

Currently, algorithms for distributed monitoring are relatively scarce and simple, mainly 
in modal analysis. The complicated monitoring algorithms used in centralised monitoring 
usually need a large amount of memory, heavy computation and data from multiple sensors. 
Consequently, transplanting the available monitoring algorithms from the wired monitor-
ing system directly is not feasible. It is imperative to develop appropriate algorithms for this 
distributed monitoring.

5.11.3 Challenges in wireless networks

Although wireless sensors and networks have been developing rapidly, wireless monitor-
ing is not yet mature for continuous health monitoring of large civil structures. Traditional 
wire-based systems still dominate practical structural health monitoring and vibration 
control projects, and wireless sensor nodes are mainly used for research purposes or are 
supplementary to the wired systems. Nevertheless, wireless sensors and networks might be 
a future direction for structural health monitoring and vibration control. At present, the 
main challenges in using wireless sensors are power supply and communication bandwidth 
and range. As mentioned in the previous subsection, lack of mature distributed monitoring 
algorithms is another big issue.

For many civil structures, ac power outlets are not available adjacent to the sensor nodes. 
Even if ac power outlets are available, practitioners prefer to adopt the wired data acquisi-
tion system adjacent to the power outlets and transmit the collected data to the base station 
via wireless communication. In any case, wireless communication is just one communi-
cation method alternative to wireless sensor networks. For a battery-powered monitoring 
system, power consumption is critical in maintaining the operation of the sensor nodes in 
the long term. Currently used battery-powered sensor nodes can only operate for hours in 
full working state and weeks in stand-by state (or sleep mode). The power restraint requires 
the sensor components to be energy efficient. However, lower power consumption often 
comes with reduced functions such as lower resolution, shortened communication range and 
reduced speed (Swartz and Lynch 2009).

The majority of wireless sensor nodes operate with the unlicensed industrial, scientific 
and medical radio band, in which the output power is limited, to 1 W, for example, in 
the United States. The limited radio band restricts the amount of data that can be reliably 
transmitted within the network during a given time period. In addition, the limitation of the 
output power restricts the effective communication range of the sensor nodes. For a large 
civil structure, a few sensor nodes may be insufficient and the sensor network should be 
designed carefully.

5.12 POWER SUPPLY AND ENERGY HARVESTING

The operation of either a structural health monitoring system or a structural vibration 
control  system needs a power supply. This is also true for the wireless sensor networks. 
Therefore, it is ideal that a smart civil structure also possesses self-powered capacity. 

http://www.tinyos.net
http://www.tinyos.net
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Extensive research has been done in an attempt to develop a self-powered system capable of 
generating electrical energy from the operational environment. Recently, there has been a 
surge of research in the area of energy harvesting, which is known as the process of extract-
ing energy from the environment or from a surrounding system and converting it to usable 
electrical energy. The sources of typical energies are mechanical vibration, human motion, 
wind, sunlight, thermal gradient and ambient radio-frequency (RF) energy. Several arti-
cles reviewed the possible energy sources for energy harvesting (Glynne-Jones et al. 2004; 
Roundy 2005; Paradiso and Starner 2005; Shen 2014). The major developments in energy 
harvesting for low-power embedded SSs and self-powered microsystems can also be found 
in the literature (Beeby et al. 2006; Park et al. 2008).

Recently, one of the widely investigated methods for the realisation and implementation 
of an energy harvesting system is the use of mechanical vibration as a source of energy, 
which is then converted into useful electrical energy through an energy harvesting device. 
Kinetic energy harvesting requires a transduction mechanism to generate electrical energy 
from motion, and a corresponding mechanical system in the generator is also required for 
coupling environmental movements to the transduction mechanism. The design of this 
mechanical system should maximise the coupling between the kinetic energy source and the 
transduction mechanism, and will depend entirely upon the characteristics of the environ-
mental motion. There are three main transduction mechanisms: piezoelectric, electromag-
netic and electrostatic (Beeby et al. 2006).

Piezoelectric generators utilise active materials, for example, piezoelectric ceramics, to 
generate a charge when mechanically stressed. Basing on different kinetic energy sources to 
be employed, various piezoelectric generators have been developed, such as impact coupled 
devices, human-powered piezoelectric generation, cantilever-based piezoelectric generators, 
and so on. By using piezoelectric materials, structural vibrations can be directly converted 
into a voltage output without the requirement of complex geometries and numerous addi-
tional components. Since the output impedance of piezoelectric generators is typically very 
high (> 100 kΩ ), piezoelectric generators generally produce relatively high output voltages 
but only at low electrical currents. One drawback for piezoelectric generators is that since 
the piezoelectric materials must be strained directly, the mechanical properties of materials 
employed will limit overall performance, lifetime and transduction efficiency.

Based on the relative motion between a magnetic flux gradient and a conductor, electro-
magnetic generators are capable of generating electricity by electromagnetic transduction 
mechanism. The conductor typically takes the form of a coil, and the amount of generated 
electricity relies to a great extent on the number of turns of the coil, the velocity of the rela-
tive motion and the strength of the magnetic field. The configuration of permanent magnets, 
a coil and a resonating cantilever beam could be considered as one of the most effective 
methods to produce electromagnetic induction in electromagnetic generators for the pur-
pose of energy harvesting. In principle, either the magnets or the coil can be chosen to be 
mounted on the beam while the other remains fixed. However, since the magnets can also 
act as the inertial mass, it is generally preferable to have the magnets attached to the beam. 
In electromagnetic generators, comparatively high output current levels can be achieved at 
the expense of low voltages (typically < 1 V).

Based on the relative movement between electrically isolated charged capacitor plates, 
the harvested energy can be provided by electrostatic generators through the work done 
against the electrostatic force between the plates. Electrostatic generators can be classified 
into three types: in-plane overlap varying, in-plane gap closing and out-of-plane gap clos-
ing type (Roundy et al. 2002). By decreasing the capacitor spacing to facilitate miniaturi-
sation, the energy density of the generator could be increased. However, it should also be 
noted that the energy density would be decreased with the reduced capacitor surface area. 
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Therefore, simultaneous consideration of both aspects is usually required for the design 
of electrostatic generators. By incorporating small capacitor gaps and high voltages, high 
transduction damping of electrostatic generators, at low frequencies, can be achieved. A 
major drawback of these generators is that their output impedance is often very high, 
resulting in a limited current-supplying capability and making them less suitable as a power 
supply.

The three main techniques of harvesting energy from ambient vibrations have been shown 
to be able to generate output power levels in the range of microwatts to milliwatts. However, 
only a few commercial solutions are available, because vibration-based energy harvesters 
are still under development. Most research efforts are still at proof-of-concept stage in labo-
ratory settings.

Besides the aforementioned vibration-based energy harvesting techniques, another more 
mature technique is obtaining energy from ambient sources through optoelectronic gen-
erators that directly utilise sunlight, thermoelectric generators that capitalise on thermal 
gradients, or wind turbines that use wind energy. In this context, the most well known is 
arguably solar cells, which are capable of providing excellent power density in direct sun-
light. However, they are clearly unsuitable for use in embedded applications where no light 
may be present, or where the cells may be obscured by contamination. For thermoelectric 
generators, they use the Seebeck effect, which describes the effect of the current generated 
when the junction of two dissimilar metals experiences a temperature difference. Using 
this principle, numerous p -type and n -type junctions are arranged electrically in series and 
thermally in parallel to construct the thermoelectric generators. One of the drawbacks of 
thermoelectric generators is low efficiency (< 5%) if there is a small temperature gradient 
present. Furthermore, the fabrication cost is relatively high, and the volume and weight are 
still too large, especially for micro-scale sensing systems (Park et al. 2008). Wind turbines 
are able to provide excellent power density on windy days but are not suitable for areas lack-
ing sufficient wind. Synthesis of structural health monitoring, structural control and energy 
harvesting will be discussed in Chapter 17 by taking wind turbines as an example.

The establishment of a successful energy harvesting system should be a multidisciplinary 
engineering project. Many factors, including the selection and configuration of energy har-
vesting materials, the characterisation of the available ambient energy, electronics optimisa-
tion, energy storage mechanisms, as well as the power-optimisation and power-awareness 
designs, are required for simultaneous consideration for maximising the amount of energy 
harvested. Although the energy harvesting techniques are still in a developmental stage, sev-
eral conceptual designs for the applications into structural health monitoring and structural 
vibration control have been proposed and much more attention would be paid to this area 
(Ha and Chang 2005; Park et al. 2008). Further discussions on this topic can be found in 
Chapter 16.

NOTATION

Cov Covariance
f s  Sampling rate
F (j ) Amplitude and phase of the different sinusoidal components of signal
P Power
R xx  Autocorrelation function
S xx  Auto-power spectrum density
S ff  Auto-power spectrum density of the input force
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S fx  Cross-power spectrum density between the input force and response
x The explanatory variable of the linear regression
y The response variable of the linear regression
β 0 , β x  Regression coefficients
Ɛ y  The error
σ Standard deviation

REFERENCES 

Aktan, A.E., F.N. Catbas, K.A. Grimmelsman, and M. Pervizpour. 2002. Development of model 
health monitoring guide for major bridges. Federal Report, No. DTFH61-01-P-00347. 
Philadelphia, PA: Drexel Intelligent Infrastructure and Transportation Safety Institute. http://
www.di3.drexel.edu/DI3/Events/PaperPresentation/FHWAGuideFull-web.pdf.

Akyildiz, I.F., W. Su, Y. Sankarasubramaniam, and E. Cayirci. 2002. Wireless sensor networks: A 
survey. Comput. Netw. , 38(4): 393–422.

Avitabile, P. 2001. Modal space: Back to basics. Exp. Tech. , 25(3): 15–16.
Beeby, S.P., M.J. Tudor, and N.M. White. 2006. Energy harvesting vibration sources for microsys-

tems applications. Meas. Sci. Technol. , 17(12): R175–95.
Chan, W.S., Y.L. Xu, X.L. Ding, and W.J. Dai. 2006. Integrated GPS-accelerometer data processing 

techniques for structural deformation monitoring. J. Geodesy , 80(12): 705–19.
Chopra, I. and J. Sirohi. 2014. Smart Structures Theory . New York: Cambridge University Press.
Chu, S.Y., T.T. Soong, and A.M. Reinhorn. 2005. Active, Hybrid and Semi-Active Structural Control: 

A Design and Implementation Handbook . Hoboken, NJ: Wiley.
Daubechies, I. 1992. Ten Lectures on Wavelets . Philadelphia, PA: Society for Industrial and Applied 

Mathematics.
Duan, Z.D. and K. Zhang. 2006. Data mining technology for structural health monitoring. Pac. Sci. 

Rev. , 8: 27–36.
Dyke, S.J. 1996. Acceleration feedback control strategies for active and semi-active control systems: 

Modeling, algorithm development, and experimental verification. PhD diss., Department of 
Civil Engineering and Geological Science, University of Notre Dame, Notre Dame, Indiana.

Esteban, J., A. Starr, R. Willetts, P. Hannah, and P. Bryanston-Cross. 2005. A review of data fusion 
models and architectures: Towards engineering guidelines. Neural Comput. Appl. , 14(4): 
273–81.

Farrar, C.R. and N.A.J. Lieven. 2007. Damage prognosis: The future of structural health monitoring. 
Phil. Trans. R. Soc. A , 365(1851): 623–32.

Farrar, C.R. and K. Worden. 2013. Structural Health Monitoring: A Machine Learning Perspective . 
Chichester, UK: Wiley.

Fayyad, U., G. Piatetsky-Shapiro, and P. Smyth. 1996a. From data mining to knowledge discovery in 
databases. AI Mag. , 17(3): 37–54.

Fayyad, U., G. Piatetsky-Shapiro, P. Smyth, and R. Uthurusamy. 1996b. Advances in Knowledge 
Discovery and Data Mining . Menlo Park, CA: American Association for Artificial Intelligence 
Press.

Glynne-Jones, P., M.J. Tudor, S.P. Beeby, and N.M. White. 2004. An electromagnetic, vibration-
powered generator for intelligent sensor systems. Sensors Actuat. A-Phys. , 110(1–3): 344–49.

Ha, S. and F.K. Chang. 2005. Review of energy harvesting methodologies for potential SHM appli-
cations. In Proceedings of the 5th International Workshop on Structural Health Monitoring , 
Stanford, CA, ed. F.K. Chang, 1451–60, DEStech Publications, Inc.

Hall, D.L. 1992. Mathematic Techniques in Multisensor Data Fusion . Norwood, MA: Artech 
House.

Hall, D.L. and J. Llinas. 1997. An introduction to multisensor data fusion. Proc. IEEE , 85(1): 6–23.
Hall, D.L. and J. Llinas. 2001. Handbook of Multisensor Data Fusion . Boca Raton, FL: CRC Press.

http://www.di3.drexel.edu/DI3/Events/PaperPresentation/FHWAGuideFull-web.pdf
http://www.di3.drexel.edu/DI3/Events/PaperPresentation/FHWAGuideFull-web.pdf


150 Smart civil structures

Higashino, M. and S. Aizawa. 1993. Application of active mass damper system in actual buildings. 
In Proceedings of International Workshop on Structural Control , Honolulu, HI, eds. G.W. 
Housner and S.F. Masri, 194–205, USC Publication Number CE-9311.

Hollar, S. 2000. COST dust. Master thesis, Berkeley, CA: University of California at Berkeley.
Huang, N.E., Z. Shen, S.R. Long, et al. 1998. The empirical mode decomposition and the Hilbert 

spectrum for nonlinear and non-stationary time series analysis. Proc. Royal Soc. Lond., A , 454: 
903–95.

Kahn, J.M., R.H. Katz, and K.S.J. Pister. 1999. Next century challenges: Mobile networking for 
“Smart Dust”. In Proceedings of the 5th Annual ACM/IEEE International Conference on 
Mobile Computing and Networking , Seattle, WA: IEEE Communications Society, 271–78.

Khaleghi, B., A. Khamis, F.O. Karray, and S.N. Razavi. 2013. Multisensor data fusion: A review of 
the state-of-the-art. Inf. Fusion , 14(1): 28–44.

Kling, R.M. 2003. Intel Mote: An enhanced sensor network node. In Proceedings of International 
Workshop on Advanced Sensors, Structural Health Monitoring, and Smart Structures , Tokyo, 
Japan, (CD-ROM).

Kling, R.M. 2005. Intel Motes: Advanced sensor network platforms and applications. In Proceedings 
of IEEE MTT-S International Microwave Symposium Digest , Long Beach, CA, USA, 365–68. 
Piscataway, NY: Institute of Electrical and Electronics Engineers.

Kobori, T. 1994. Future direction on research and development of seismic-response-controlled struc-
ture. In Proceedings of the First World Conference on Structural Control , Los Angeles, CA, 
Vol. FA2: 3–18, John Wiley & Sons.

Kobori, T. 2000. Future perspective of structural control in earthquake engineering. In Twelfth 
World Conference on Earthquake Engineering , New Zealand. 2841: 1–4.

Kottegoda, N.T. and R. Rosso. 1997. Statistics, Probability, and Reliability for Civil and 
Environmental Engineers . New York: McGraw-Hill.

Kurata, N., T. Kobori, M. Takahashi, N. Niwa, and H. Midorikawa. 1999. Actual seismic response 
controlled building with semi-active damper system. Earthq. Eng. Struct. Dyn. , 28(11): 1427–47.

Kurata, N., B.F. Spencer Jr., M. Ruiz-Sandoval, Y. Miyamoto, and Y. Sako. 2003. A study on 
building risk monitoring using wireless sensor network MICA-Mote. In Proceedings of First 
International Conference on Structural Health Monitoring and Intelligent Infrastructure , 
Tokyo, Japan, (CD-ROM).

Luo, R.C., C.C. Yih, and K.L. Su. 2002. Multisensor fusion and integration: Approaches, applica-
tions, and future research directions. IEEE Sens. J. , 2(2): 107–19.

Lynch, J.P., K.H. Law, A.S. Kiremidjian, T.W. Kenny, E. Carryer, and A. Partridge. 2001. The design 
of wireless sensing unit for structural health monitoring. In Proceedings of the 3rd International 
Workshop on Structural Health Monitoring , Stanford, CA, ed. R.A. Livingston, DEStech 
Publications, Inc.

Lynch, J.P., A. Sundararajan, K.H. Law, A.S. Kiremidjian, T.W. Kenny, and E. Carryer. 2002. 
Computational core design of a wireless structural health monitoring system. In Proceedings 
of Advances in Structural Engineering and Mechanics Conference , Pusan, Korea, eds. C.K. 
Choi and W.C. Schnobrich. Daejeon, Korea: Techno Press, http://eil.stanford.edu/publications/
jerry_lynch/ASEM02Paper.pdf.

Ni, Y.Q., Y. Xia, W.Y. Liao, and J.M. Ko. 2009. Technology innovation in developing the structural health 
monitoring system for Guangzhou new TV tower. Struct. Control Health Monit. , 16(1): 73–98.

Oppenheim, A.V. and R.W. Schafer. 1989. Discrete-Time Signal Processing . Englewood Cliffs, NJ: 
Prentice-Hall.

Paradiso, J.A. and T. Starner. 2005. Energy scavenging for mobile and wireless electronics. Pervasive 
Comput., IEEE , 4(1): 18–27.

Park, G., T. Rosing, M.D. Todd, C.R. Farrar, and W. Hodgkiss. 2008. Energy harvesting for struc-
tural health monitoring sensor networks. J. Infrastruct. Syst. , 14(1): 64–79.

Rice, J.A. and B.F. Spencer Jr. 2008. Structural health monitoring sensor development for the Imote2 
platform. In Proceedings of SPIE 6932, Sensors and Smart Structures Technologies for Civil, 
Mechanical, and Aerospace Systems , San Diego, CA, ed. M. Tomizuka, 693234, Copyrighted 
by SPIE Digital Library.

http://eil.stanford.edu/publications/jerry_lynch/ASEM02Paper.pdf
http://eil.stanford.edu/publications/jerry_lynch/ASEM02Paper.pdf


Processors and processing systems 151

Riley, M.A. 1996. Experimental implementation and design of a hybrid control system with actuator-
structure interaction. PhD diss., Department of Civil Engineering, State University of New York 
at Buffalo, Buffalo, New York.

Roundy, S. 2005. On the effectiveness of vibration-based energy harvesting. J. Intell. Mater. Syst. 
Struct. , 16(10): 809–23.

Roundy, S., P. Wright, and K. Pister. 2002. Micro-electrostatic vibration-to-electricity converters. In 
ASME 2002 International Mechanical Engineering Congress and Exposition , New Orleans, 
Louisiana, USA, Paper No. IMECE2002-39309, pp. 487–96.

Ruiz-Sandoval, M., T. Nagayama, and B.F. Spencer Jr. 2006. Sensor development using Berkeley 
Mote platform. J. Earthq. Eng. , 10(2): 289–309.

Shen, W.A. 2014. Electromagnetic damping and energy harvesting devices in civil structures. PhD 
diss., Department of Civil and Environmental Engineering, The Hong Kong Polytechnic 
University, Hong Kong.

Sohn, H., C.R. Farrar, F.M. Hemez, et al. 2003. A review of structural health monitoring literature: 
1996–2001. Report LA-13976-MS, Los Alamos: Los Alamos National Laboratory. https://
institute.lanl.gov/ei/shm/pubs/LA_13976_MSa.pdf.

Spencer Jr., B.F. 2008. Structural control in honor of Takuji Kobori. In The Fourteenth World 
Conference on Earthquake Engineering, Beijing, China. http://www.iitk.ac.in/nicee/wcee/arti-
cle/14_S24-014.pdf.

Staszewski, W.J. and A.N. Robertson. 2007. Time-frequency and time–scale analyses for structural 
health monitoring. Phil. Trans. R. Soc. A , 365(1851): 449–77.

Suhardjo, J., B.F. Spencer Jr., and M.K. Sain. 1990. Feedback-feedforward control of structures under 
seismic excitation. Struct. Saf. , 8(1–4): 69–89.

Swartz, R.A. and J.P. Lynch. 2009. Wireless sensors and networks for structural health monitoring 
of civil infrastructure systems. In Structural Health Monitoring of Civil Infrastructure Systems , 
eds. V.M. Karbhari and F. Ansari, 72–112. Cambridge: Woodhead Publishing.

Wong, K.Y. 2004. Instrumentation and health monitoring of cable-supported bridges. Struct. Control 
Health Monit. , 11(2): 91–124.

Xu, Y.L. and Y. Xia. 2012. Structural Health Monitoring of Long-Span Suspension Bridges . Oxford, 
UK: Spon Press.

Yick, J., B. Mukherjee, and D. Ghosal. 2008. Wireless sensor network survey. Comput. Netw. , 
52(12): 2292–330.

http://www.iitk.ac.in/nicee/wcee/arti-cle/14_S24-014.pdf
http://www.iitk.ac.in/nicee/wcee/arti-cle/14_S24-014.pdf
https://institute.lanl.gov/ei/shm/pubs/LA_13976_MSa.pdf
https://institute.lanl.gov/ei/shm/pubs/LA_13976_MSa.pdf


http://taylorandfrancis.com


Part II

Integration for smart 
civil structures

Part II of this book includes Chapters 6 through 11. The multi-scale modelling of civil 
structures and system identification and model updating are described in Chapters 6 and 
7, respectively. With the aid of a finite element model, Chapter 8 describes the methods for 
multi-type sensor placement. Chapter 9 introduces the structural control theory, followed 
by a description of the optimal placement of control devices in Chapter 10. Combining 
the optimal control device placement and optimal sensor placement in Chapters 8 and 10, 
Chapter 11 presents a method for the collective placement of control devices and sensors.
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Chapter 6

Multi-scale modelling of civil structures

6.1 PREVIEW

In structural health monitoring (SHM) and structural vibration control (SVC), an accurate 
finite element (FE) model of a civil structure is often an essential tool to facilitate sen-
sor and control device placement, control performance assessment and damage detection, 
among many others. A large civil structure, such as a tall building or a long-span bridge, 
is a complex structure comprising tens of thousands of structural components of different 
sizes connected to one another in different ways. Local damage often does not significantly 
affect the global responses of a structure, making global response-based damage analysis 
inaccurate and sometimes impossible. Moreover, the number of sensors in an SHM system 
for a large civil structure is limited and the sensors may not directly monitor the locations 
of structural defects. Therefore, the successful application of damage detection methods to 
large civil structures is very limited. Multi-scale FE modelling and analysis of a large civil 
structure have become necessary to provide both global and local structural information 
to enable a comprehensive assessment of structural safety, including damage detection and 
damage prognosis. Multi-scale FE modelling can also benefit control vibration performance 
if both global and local sensors can be used as feedback of state variables, and it may also 
facilitate the understanding of the interaction between the control devices and the structural 
components in SVC.

This chapter first gives a brief introduction to the principle of FE modelling and reviews 
the current status of multi-scale modelling and the mixed-dimensional FE coupling method 
for large civil structures. A new mixed-dimensional FE coupling method, which can achieve 
both displacement compatibility and stress equilibrium at the interface between the different 
element types, is then presented and verified for both linear and nonlinear problems. The 
new mixed-dimensional FE coupling method is finally used to establish the multi-scale FE 
model of a transmission tower. A comparison of the numerical results with the experimen-
tal results shows that the new mixed-dimensional FE coupling method and the multi-scale 
modelling method are feasible and necessary.

6.2 INTRODUCTION TO FINITE ELEMENT MODELLING

The FE method has become a widely accepted analysis tool in many disciplines. In SHM 
and SVC, an accurate FE model of a structure is often essential to facilitate sensor and 
actuator placement, control performance assessment and damage detection, among many 
others. This is particularly true for the prognosis of structural performance because the 
performance predication of the structure under a diverse loading and structural conditions 
could only be accomplished by an FE model–based computational approach. To obtain an 
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accurate FE model of the structure, appropriate modelling is essential. The theory of the FE 
method can be found in many references (Zienkiewicz and Taylor 1989; Bathe 1996) and 
only a brief introduction to the principle of FE modelling of a civil structure is given here.

The vibration of a linear structural system with n  degrees of freedom (DOFs) is governed 
by the equation of motion as

 M x C x K x fE E E E�� �( ) ( ) ( ) ( )t t t t+ + =  (6.1)

where:
 ME , CE  and KE   are the mass matrix, viscous damping matrix and stiffness matrix of 

the structural system, respectively 
 x (t )  is a vector containing nodal displacement
 fE (t )  is the force vector for the system 

The matrices and vectors have an order of n  in size, corresponding to the number of DOFs 
used in describing the displacements of the structure. It is noted that linear viscous damping 
is commonly used because of its convenient form. Hysteretic damping, having a complex 
form of equation of motion, can lead to a more realistic result in terms of energy loss.

In the FE approach, the structure is assumed to be divided into a system of discrete 
elements, which are interconnected only at a finite number of nodal points. The properties 
of the complete structure (the system mass matrix ME  and the system stiffness matrix KE ) 
are then assembled by evaluating the properties of the individual FE and superposing them 
together appropriately (Clough and Penzien 2003). Within each element, each node holds 
specific DOFs depending on the problem described. Under external loads, the deflected 
shape of an element follows a specific displacement function, which satisfies nodal and 
internal continuity requirements. Based on the load–displacement relation, the element stiff-
ness matrix can be established. For mass property, the simplest method is to assume that 
the mass is concentrated at the nodes where the translational displacements are defined and 
rotational inertia is null. This is referred to as lumped mass  and the matrix has a diagonal 
form. However, following the same method and the same displacement function in deriving 
the element stiffness matrix, the consistent mass matrix can be calculated.

Although the FE concept could also be used to define the damping coefficients of the 
system, damping is generally expressed in terms of damping ratios, which can be identified 
from experiments. If an explicit expression of the damping matrix is needed, it is generally 
calculated from the mass and stiffness matrices, which is called Rayleigh damping :

 C M KE E E= +α β  (6.2)

Two Rayleigh damping factors, α  and β , can be experimentally obtained from the damping 
ratios of two modes (Clough and Penzien 2003).

The concentrated load acting on the nodes can be directly applied. Other loads such as 
distributed forces can be similarly evaluated as deriving from the consistent mass matrix 
with the same displacement function. In engineering practice, the mass and stiffness matri-
ces and load vectors are automatically calculated by structural analysis computer software. 
However, it is of the utmost importance that the users understand the theories, assumptions 
and limitations of numerical modelling using the FE method, as well as the limitations of 
the computation algorithms.

There have been numerous studies on the FE modelling of long-span cable-supported 
bridges to facilitate static and dynamic analyses (Xu et al. 1997). Most of the studies are 
based on a simplified spine beam model of equivalent sectional properties to the actual 
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structural components. Such a simplified model is effective in capturing the dynamic char-
acteristics and global structural behaviour of the structure without heavy computational 
effort. However, local structural behaviour, such as stress and strain concentrations at joints 
that are prone to cause local damage in static and/or dynamic loading conditions, cannot 
be estimated directly. Apparently, the spine beam model is not the best option from the 
perspective of SHM because, in general, the modelling of local geometric features is insuf-
ficient. In this regard, an FE model with finer details in highlighting local behaviours of the 
structural components is needed. However, the rapid development of information technol-
ogy and the improvement in the speed and memory capacity of personal computers has 
made it possible to establish a more detailed FE model for a large civil structure. Apparently, 
a finer FE model will cost more computational resources including computational time and 
storage memory. To trade off the computational efficiency and capability, one can establish 
a hybrid model or multi-scale model to cater for the objectives.

6.3  REVIEW OF MULTI-SCALE MODELLING 
OF LARGE CIVIL STRUCTURES

In practice, a large civil structure is often modelled via the FE method, using a combination 
of beam, shell, solid and other elements of similar scale for the static and dynamic analyses 
at a global level. Stress concentration, crack initiation and propagation, fatigue and fracture 
are local phenomena that are often not represented in the global structural model. However, 
many types of defects are locally generated at the material points and sectional levels and 
may evolve into global structural damage and possibly cause structural failure. Thus, 
a multi-scale FE modelling of large civil structures, the aim of which is to simultaneously 
simulate and evaluate the structural performance at both the global and local levels, has 
recently attracted increasing attention in the field of SHM. Furthermore, the multi-scale 
monitoring system can be best integrated with decentralised wireless communication tech-
nologies (see Chapter 5), leading to a powerful SHM system to overcome the limitations and 
problems encountered by the current SHM system.

Li et al. (2001) used the information-passing multi-scale method for a fatigue analysis 
of long-span bridges. They used both the simplified global model and the detailed local 
models. A global structural analysis using the global model was conducted to determine 
the critical components and extract the results of the critical region at the outer boundary 
conditions, which were then applied to the local models for fatigue analysis. Obviously, 
there are inherent difficulties in the accuracies of complicated boundary conditions, 
which may lead to significant errors if the extraction is not accurate enough. Chan et al. 
(2003) further pointed out that the information-passing multi-scale method may be suc-
cessful for linear-static problems, but gives questionable results for dynamic and non-
linear problems. Li et  al. (2009) investigated the concurrent multi-scale FE modelling 
of civil structures, in which the global structural behaviour and nonlinear features of 
local details in a large civil structure could be concurrently analysed to meet the needs of 
structural-state evaluation as well as structural deteriorating, where ‘large-scale’ mod-
elling is adopted for the global structure and ‘small-scale’ modelling is available for 
nonlinear analyses of the local welded details. Almansour et al. (2010) also conducted 
an investigation on long-span cable-stayed bridges made of composite materials using a 
multi-scale modelling technique.

The FE method has proved to be a successful and powerful tool for various kinds 
of structural analysis. Several general-purpose commercial software packages such as 
ANSYS, ABAQUS, AD-INA and SAP have been developed based on the FE method. 
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Almost all the analysing techniques adopted in the FE method can be easily implemented 
in the software. However, there is currently no delicate technique provided in the exist-
ing software for the concurrent simulation of global and local structural behaviour. The 
implementation procedure of multi-scale modelling needs to be further studied with ref-
erence to the existing FE modelling techniques, such as substructuring and multi-point 
constraint equations.

6.4  REVIEW OF MIXED-DIMENSIONAL FINITE 
ELEMENT COUPLING METHODS

Take the frame structure shown in Figure 6.1 as an example to illustrate the concept of 
multi-scale modelling. The local joints are simulated with shell elements of a small scale 
while the other components in the frame are simulated with beam elements of a large scale. 
Such a multi-scale simulation can capture not only the global structural behaviour in terms 
of displacement and acceleration, but also the local joint behaviour in terms of stress with-
out a huge computation cost.

Since different types of elements (beam, plate, shell and solid) have a different number 
of DOFs, the multi-scale FE simulation needs a rational FE coupling method to combine 
mixed-dimensional FEs at their interfaces into a single structural model. The challenging 
issue in multi-scale FE modelling is therefore how to guarantee the rationality of the cou-
pling method so that it can achieve both displacement continuity and stress equilibrium 
in the region around the interface between the different types of elements. Broadly speak-
ing, two major coupling methods are currently available: volume coupling and surface cou-
pling (Guidault and Belytschko 2007). Volume coupling refers to a region in which different 
models co-exist and it is usually realised using the Arlequin method (Dhia and Rateau 
2005). The Arlequin method is best suitable for coupling different physical models such as 
continuum particles (Bauman et al. 2008; Wellmann and Wriggers 2012) among others. In 
surfacing coupling, there is no overlapping of different models which can be coupled using 
one of the following methods: (a) the transition element method and (b) the multi-point 
constraint (MPC) method. Transition elements employing either reduced or full integration 
can be used for shell–solid transition (Surana 1980, 1982; Cofer and Will 1991; Gmü r and 
Schorderet 1993), beam–solid transition (Gmü r and Kauten 1993; Garusi and Tralli 2002) 
and beam–shell transition (Wagner and Gruttmann 2002; Chavan and Wriggers 2004). 
Unfortunately, the transition elements have not been widely adopted because of their limi-
tations. Transition elements can only be used with a one-to-one coupling of elements and 
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Figure 6.1   Multi-scale modelling of a frame structure: (a) frame structure and (b) multi-scale model.
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different element transitions require different formulations, which make it difficult and 
impractical for a commercial FE code.

The MPC method is an attractive coupling method for coupling mixed-dimensional 
elements by using constraint equations for nodal displacements at the interface. The MPC 
method can be used for static and dynamic analysis of linear or nonlinear structures (Wang 
et al. 1996; McCune et al. 2000; Shim et al. 2002; Ho et al. 2010; ANSYS User’s Manual 
2010; ABAQUS Analysis User’s Manual 2010). This method is easy to access in a few com-
mercial FE codes. For instance, the RBE3 MPC method provided in ANSYS code (ANSYS 
User’s Manual 2010) can automatically establish constraint equations for coupling the dif-
ferent types of elements. There are mainly two types of MPC method: the rigid interface 
method and the deformable interface method. The rigid interface method uses rigid beams 
to connect nodes of different types of elements, such as CERIG in ANSYS and MPC-
BEAM in ABAQUS (ANSYS User’s Manual 2010; ABAQUS Analysis User’s Manual 2010). 
The rigid interface method, however, yields stress disturbance at the interface because the 
interface is defined as a rigid interface. The deformable interface method uses a concept of 
force distribution at the interface, such as RBE3 in ANSYS, and the distributing coupling 
method in ABAQUS. The deformable interface method allows the interface deformation 
with stress distributions at the interface. RBE3 in ANSYS allows the motion of the mas-
ter node equal to the average of the slave nodes in which only translational DOFs of the 
slave nodes involve the constraint equations. The force and moment are distributed to the 
slave nodes by weighting factors and the distance from the centre of the slave nodes times 
weighting factors, respectively. The distributing coupling method in ABAQUS constrains 
the motions of the coupling nodes to the motion of a reference node in an average sense. 
Forces and moments at the reference node are distributed either as a coupling node force 
only or as a coupling node force and moment. Both the RBE3 and the distributing coupling 
methods have the sense of force and moment distribution by means of weighting factors, 
but the accuracy of the stress distribution at the interface resulting from force and moment 
distribution by means of weighting factors is questionable. However, another deformable 
MPC method was proposed based on the direct assumption of stress distribution at the 
interface and the equal work done by the stresses and forces at the interface (McCune et al. 
2000). Although the deformable interface method seems more rational, inaccurate con-
straint equations due to inappropriate stress distribution assumptions may result in stress 
disturbance at the interface.

The subsequent sections of this chapter present a new deformable MPC coupling method 
that can achieve both displacement compatibility and stress equilibrium at the interface 
between the different element types (Wang et al. 2014). The principle of virtual work is first 
used to derive both linear force and displacement constraint equations for the interface. 
A numerical method compatible with commercial FE codes is developed to figure out the 
linear constraint equations, which satisfy both displacement compatibility and stress equi-
librium conditions at the interface. The proposed coupling method is then extended to non-
linear mixed-dimensional FE coupling problems. To verify the proposed coupling method, 
a number of FE test cases are examined. These cases include linear beam-to-plate for linear 
mixed-dimensional FE coupling, a linear frame structure for multi-scale simulation and a 
beam-to-shell buckling problem for nonlinear mixed-dimensional FE coupling. The results 
are also compared with those from the existing methods to demonstrate the accuracy and 
robustness of the new algorithm. The new mixed-dimensional FE coupling method is finally 
used to establish the multi-scale FE model of a transmission tower. The numerical results 
are compared with the experimental results to assess the feasibility and accuracy of the new 
coupling method and the multi-scale modelling method.
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6.5 LINEAR CONSTRAINT EQUATIONS

For static linear structural analysis, the interface coupling for elements of different DOFs 
can be established using linear constraint equations. An example of interface coupling for 
a two-dimensional beam and plate connection, as shown in Figure 6.2, is used to illustrate 
how the constraint equations can achieve both displacement compatibility and stress equi-
librium at the interface.

The mixed-dimensional FE model of the beam and plate connection is shown in Figure 6.3, 
in which plane beam elements are used to model the beam and plane stress elements of 
8-nodes are used to model the plate. According to the deformable MPC coupling method 
proposed in McCune et al. (2000), the displacement constraint equations for coupling the 
beam and the plate at the interface can be expressed as

 c u u u uB P B P,( ) = − =C 0  (6.3)

where C  is the coefficient matrix of the displacement constraint equation. For the FE model 
of the beam and plate connection shown in Figure 6.3, the beam node has three DOFs {u B, 
v B, θ B} while each node of the plane stress element has two DOFs {u Pi,  v Pi }. The term C u  p  in 
Equation 6.3 can be seen as the generalised displacements of the plate, matching with the 
beam displacements u  B at the interface and obtained by weighting the coefficient matrix C  
over the plate displacement vector u  P at the interface. The displacement constraint equation 
indicates that the displacements of the beam node shall be consistent with the generalised 
displacements of the plate at the interface. The variation of the displacement constraint 
equation can be expressed as

 δc u u u uB P B P,( ) = − =C 0  (6.4)
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Figure 6.2   Stresses and forces at the interface of beam and plate connection.
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Figure 6.3   Mixed-dimensional FE modelling of beam and plate connection.
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in which δ u  B and δ u  P are the virtual displacement vectors at the interface of the beam and 
plate, respectively. Equation 6.4 is the constraint equation of virtual displacement at the 
interface of the beam and plate. For any arbitrary interface coupling, the sum of virtual work 
done by the corresponding forces at the interface of the two types of elements shall be zero.

 δ δW WP B+ = 0  (6.5)

where δ WP and δ WB are the virtual works done by the nodal forces at the interface of the 
plate and beam, respectively. The virtual works done by the node forces at the interface of 
plate and beam are, respectively,

 δ
δ
W
W

P P
T

P

B B
T

B

=
=

u F

u F
 (6.6)

where F  P and F  B are the nodal forces at the interface of plate and beam, respectively. By 
substituting Equation 6.6 into Equation 6.5, the following equation can be obtained:

 δ δu F u FP
T

P B
T

B+ = 0  (6.7)

From Equation 6.4, we have δ δu uB P= . Equation 6.7 then becomes

 δ δu F u FP
T

B
T

B
T

P + =C 0  (6.8)

Equation 6.8 holds for any arbitrary virtual displacements and thus the following force 
constraint equation is derived:

 F FP
T

B= −C  (6.9)

It is interesting to see that the coefficient matrix C T of the force constraint equation is the 
transpose of the coefficient matrix C  of the displacement constraint equation. The coefficient 
matrix C T of the force constraint equation can be regarded as a distribution matrix to dis-
tribute the force or moment at the node of the beam to the nodes of the plate at the interface. 
The satisfaction of both Equations 6.3 and 6.9 can achieve both displacement compatibility 
and stress equilibrium at the interface between the different element types. Furthermore, 
Equation 6.9 indicates that the distribution coefficients in the force distribution matrix are 
the corresponding nodal forces of the plate at the interface under unit force or moment. 
Hence, the coefficient matrix of the force constraint equation actually refers to the nodal 
forces along the cross section of the plate under unit force or moment. Based on this principle, 
a new numerical method compatible with commercial FE codes is developed to figure out the 
coefficient matrix of the force constraint equation. Once it is obtained, the coefficient matrix 
of the displacement constraint equation can be easily found, and both the displacement com-
patibility and the stress equilibrium conditions at the interface are satisfied.

6.6  NUMERICAL METHODS FOR GENERATING 
CONSTRAINT EQUATIONS

6.6.1 Substructure and nodal force model

The nodal forces, which are used for the coefficient matrix of the force constraint equation, 
must be compatible with the nodes of the plate at the interface under the unit force or moment. 
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To this end, a substructure is extracted directly from the FE model of the plate at the interface, 
as shown in Figure 6.4, so that the substructure has the same mesh and element type with 
the plate at the interface. The extraction of the substructure from the FE model and the cor-
responding stiffness matrix can be easily implemented in commercial FE codes. To calculate 
the nodal forces of the plate at the interface with high accuracy, the substructure is used to 
assemble a nodal force model. The nodal force model is formed by repeating the substructure 
with the same mesh and element type, as shown in Figure 6.4. The nodal force model shall be 
long enough to avoid end effects but over length is not necessary. The nodal forces can then 
be extracted from the nodes at the middle section of the nodal force model (i.e. the interface 
of the beam and plate in the multi-scale model) to avoid the influence of boundary conditions.

6.6.2 Application of unit force or moment

To apply the unit force or moment to the two ends of the nodal force model, a loading node is 
established at the centre of the two end sections, as shown in Figure 6.5. Initially, the rigid con-
nections are used to connect the loading node and all the nodes at the corresponding end section. 
The rigid connection is a type of MPC which defines a rigid area at the section of the plate. It is 
deduced from the displacement relationship of an arbitrary two points on a rigid body. To calcu-
late the displacement response of the nodal force model, the unit force or moment is assigned at 
one of the two loading nodes, and the other loading node on the other end is clamped.

6.6.3 Construction of coefficient matrix

After the nodal displacements of the nodal force model are computed, the nodal displace-
ment vector at the middle section can be extracted, and the nodal force vector of the same 
substructure at the interface can be expressed as

x  

ySubstructure

Figure 6.4   Substructure of the plate at the interface.

MPC

M

Q

Loading
node 

P

Extract nodal force at 
middle section

Figure 6.5   Nodal force model.
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 f K uSE SE SE=  (6.10)

where:
 f  SE  is the nodal force vector of the substructure at the middle section
 K  SE and u  SE  are the stiffness matrix and nodal displacement vector of the sub-

structure, respectively

After the nodal force vector is found, the corresponding coefficients in the coefficient 
matrix of the force constraint equation can be found by using Equation 6.10. By apply-
ing the axial force, shear force or bending moment to the loading node one after another, 
the coefficient matrix of the force constraint equation can be found for the interface of the 
beam and plate concerned. To enhance the accuracy of the coefficient matrix for the force 
constraint equation, iteration is applied. The obtained coefficient matrix is used to update 
the connection between the loading node and the nodes on the end section. The new nodal 
force vector and then the new coefficient matrix are calculated. Iteration continues until the 
coefficients meet the convergent requirement.

It should be pointed out that although the proposed method for establishing constraint 
equations is illustrated using the beam-to-plate connection, this method is also applicable 
in principle to beam-to-shell, beam-to-solid and other connections. Moreover, conveniently, 
it can be applied to more than two members of an arbitrary cross section at a structural 
joint using more than two interfaces, in which the constraint equation can be established 
for each interface in its local coordinate system (CS) using the aforementioned method. The 
constraint equations established in the local CS can then be transformed to the global CS 
for the solution of the entire structure.

6.7 NONLINEAR CONSTRAINT EQUATIONS

The method described in Section 6.6 for the construction of constraint equations is for 
linear mixed-dimensional FE coupling. In this section, the proposed method is extended to 
a nonlinear interface coupling, including both geometrical and material nonlinearity. An 
example of the beam-to-shell coupling of an L-shape member with large deformation, as 
shown in Figure 6.6, is used to illustrate how to construct nonlinear constraint equations 
for a nonlinear interface coupling. Considering that the interface moves during the non-
linear solution process, the nonlinear displacement and force constraint equations are first 

Beam axis

Initial
configuration

Current 
configuration

Beam elements   

Shell elements   

Ai

ei

ai

X0
x0 A2

A1

u

Figure 6.6   Initial and current configurations of an interface.
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developed in a local interface CS at the interface. The constraint equations are then trans-
formed to a global CS for a solution. As a result, the constraint equations in the global CS 
always change during the nonlinear solution process. Furthermore, the matrix coefficients 
of the constraint equations in the local CS may also change due to material and geometri-
cal nonlinearity during the nonlinear solution process. Therefore, the nonlinear constraint 
equations for the interface are caused by material and geometrical nonlinearity and the 
transformation of coordinates from a local CS to a global CS.

6.7.1 Transformation of coordinate systems at interface

The transformation of the CSs is illustrated in Figure 6.6 for the interface coupling of the 
L-shape member, which is modelled as beam elements and shell elements. A  i   and a  i   are the 
local CSs of the interface at the initial and current configurations, respectively, and e i   is the 
global CS. The three CSs have the following relationship:

 A R ei i= 0  (6.11)

 a R e R R ei t i d i= = 0  (6.12)

where:
R  0  and R  t    are the transformation matrices from the global CS to the initial and current 

local CS, respectively
 R  d    is the transformation matrix from the initial local CS to the current local CS

The local CS A  i   and a  i   can be calculated from the initial and current positions of three 
nodes at the interface. The transformation matrices R  0  and R  t  can be computed using A  i   and 
a  i  , respectively. The transformation matrix R  d   is then determined by

 R R Rd t
T= 0  (6.13)

For the beam-to-shell coupling, it is also convenient to calculate the transformation 
matrix R  d   by the rotation angle of the interface by means of the Rodrigues’ rotation formula 
(Belytschko et al. 2001). The rotation angle of the interface can be defined by the average 
rotation of shell nodes at the interface.

6.7.2 Nonlinear constraint equations in a local coordinate system

The relationship between the coefficient matrices of the nonlinear force and displacement 
constraint equations for the interface is derived in this section. The nonlinearity of the coef-
ficient matrix of the constraint equation is due to the change of stiffness at the interface 
caused by material and geometrical nonlinearity. The coefficient matrix of the nonlinear 
displacement constraint equation changes according to the displacement at the interface 
of the shell. The nonlinear displacement constraint equation for the interface coupling of 
beam-to-shell can be written as

 c u u u C u uNL B S B NL S S,( ) = − ( ) = 0  (6.14)

where:
 u  B and u  S are the nodal displacement at the interface of beam and shell, respectively
 C  NL(u  S) is the coefficient (weighting) matrix varying with u  S
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The variation of the nonlinear displacement constraint equation in the current configura-
tion is

 δc u u u D u uNL B S B S S,( ) = − ( ) = 0  (6.15)

where D u c u u uS NL B S S/( ) = ∂ ( ) ∂,  is the coefficient matrix of the linearised form of the 
displacement constraint equation expressed by Equation 6.14 used at each increment. In 
consideration of the principle of virtual work applied to the interface of beam-to-shell cou-
pling, one can obtain δ δW WS B+ = 0. By substituting δ δu D u uB S S= ( ) , one can achieve the 
following force constraint equation:

 F u FS S B= − ( )DT  (6.16)

where F  S and F  B are the nodal forces at the interface of shell and beam, respectively. It is 
interesting to see that the force distribution (coefficient) matrix D T(u  S) is the transpose of the 
displacement coefficient matrix D (u  S) of the displacement constraint equation. Therefore, 
once the force distribution matrix can be determined using the force nodal model in con-
sideration of nonlinearity, the displacement coefficient matrix can be constructed from the 
force distribution matrix.

6.7.3  Nonlinear constraint equations in a 
global coordinate system

The force distribution matrix in the local CS is calculated using the proposed method in 
Section 6.6 in which the stiffness matrix at the interface of the shell is extracted during the 
nonlinear iteration process. The force distribution matrix in the global CS can be deter-
mined through coordinate transformation. The coefficient matrix of the displacement con-
straint equation in its initial and current configuration in the global CS can then be given by

 D T C T

D T C T
0 1 0 2

1 2

=
=

i i

t t t t

T

T
 (6.17)

where: 
 D  0  and D  t    are the coefficient matrices of the displacement constraint equation 

in its initial and current configuration, respectively, in the global CS
 C  0  and C  t    are the coefficient matrix in its initial and current local CSs, 

respectively 
 T i  1 , T i  2 , T t  1  and T t  2   are the coordinate transform matrices computing from R  0  and 

R  t  , respectively

For instance, if the matrix C  0  is of 6  ×  n dimensions, T i  1  and T i  2  are then formed with 
the dimensions of 6  ×  6 and n  ×  n, respectively, in terms of R  0 .
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After D  t   is determined for the interface at a given step of the nonlinear solution process, the 
displacement constraint equation for the interface in the global CS can then be written as

 ∆ ∆U D UB S− =t 0  (6.19)

where ∆ U  B and ∆ U  S are the displacement increments at the interface of the beam and shell, 
respectively. The computation of the coefficient matrix C  t   in the local CS may need huge 
computation time. However, if the stiffness of the shell at the interface in the local CS 
changes very little during the nonlinear solution process, the coefficients of the displacement 
constraint equation in the current configuration can be obtained directly by the coordinate 
transformation from its initial configuration.

 D T D Rt d d
T= 1 0 2  (6.20)

where T  d  1  and T  d  2  are the transformation matrix generated by R  d   of a dimension of 6  ×  6 
and n  ×  n, respectively, if the matrix D  0  is of 6  ×  n dimensions.

By combining the nonlinear constraint equations with the nonlinear FE model of the 
structure, one can use the Newton iteration process to find the solution of the structure with 
nonlinear constraint equations. However, while the linear constraint equation can be eas-
ily implemented using the command CE in the ANSYS code (ANSYS User’s Manual 2010) 
and the command equation in the ABAQUS commercial code, only the ABAQUS provides a 
user subroutine MPC (Belytschko et al. 2001) for the nonlinear constraint equation. In this 
chapter, the multi-scale simulation of a linear structure with linear mixed-dimensional cou-
pling is implemented in ANSYS, and that of a nonlinear structure with nonlinear constraint 
equations is implemented in ABAQUS. For the nonlinear analysis, the derived coefficients of 
the constraint equation are updated in the user subroutine MPC.

6.8  VERIFICATION OF NEW MIXED-DIMENSIONAL 
FINITE ELEMENT COUPLING METHODS

This section will examine a number of FE cases using the proposed coupling method and 
the results will be compared with those obtained from the existing methods to verify the 
proposed coupling method. These cases include a linear beam-to-plate coupling problem, 
a linear frame structure for a linear structural multi-scale simulation and a beam-to-shell 
buckling problem for a nonlinear mixed-dimensional FE coupling.

6.8.1 Linear beam-to-plate coupling

A cantilever of a solid rectangular cross section, as shown in Figure 6.7, is first investigated. 
It is clamped on the left end and subjected to a concentrated force on the right. The length of 
the cantilever is 320 mm and its cross section is 40 mm high and 8 mm wide. The multi-scale 
FE model of the cantilever is established using the ANSYS code, in which the middle part of 
100 mm long is modelled using elements of plane 82 (see Figure 6.8) and other parts of the 
cantilever are modelled using elements of beam3. The proposed method is used to calculate 
the coefficient matrix of the displacement constraint equation, and the results are listed in 
Table 6.1 for the left interface. In Table 6.1, node 2 is the beam node at the left interface, 
and the locations of nodes 42, 62, 63, 64, 65, 66, 67, 68 and 13 can be found in Figure 6.8. 
CE1, CE2 and CE3 denote the coefficients corresponding to the displacements of the beam 
node at the interface in the x-direction and y-direction as well as the rotation around the 
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Figure 6.7   Cantilever with a solid rectangular cross section: (a) cantilever and (b) FE model.
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Figure 6.8   Node number of plate in the cantilever.

Table 6.1   Comparison of displacement CE coefficients between the McCune method and the 
proposed method

CE1 CE2 CE3 

Node 
number McCune method New method McCune method 

New 
method McCune method 

New 
method 

2 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
42 0.04167 0.04167 0.00156 0.00260 0.00625 0.00625
62 0.16667 0.16667 0.10625 0.10417 0.01875 0.01875
63 0.08333 0.08333 0.09688 0.09896 0.00625 0.00625
64 0.16667 0.16667 0.23125 0.22917 0.00625 0.00625
65 0.08333 0.08333 0.12813 0.13021 0.00000 0.00000
66 0.16667 0.16667 0.23125 0.22917 −0.00625 −0.00625
67 0.08333 0.08333 0.09688 0.09896 −0.00625 −0.00625
68 0.16667 0.16667 0.10625 0.10417 −0.01875 −0.01875
13 0.04167 0.04167 0.00156 0.00260 −0.00625 −0.00625
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z-axis, respectively. For comparison, the coefficients of the displacement constraint equation 
provided in McCune et al. (2000) for the concerned beam-to-plate coupling problem are 
also listed in Table 6.1, denoted as the McCune method.

The results listed in Table 6.1 show that the coefficients of the displacement constraint 
equation obtained from the two methods are very close for CE1 and CE3. However, there 
are small differences in the coefficients of CE2, which refer to transverse displacements. It 
is noted that the assumed stress distribution in the plate in the McCune method is based 
on the beam theory, while the nodal force distribution used in the proposed method is 
determined numerically from the FE node force model which is consistent with the plate. 
The proposed method can thus give more accurate results in shear stress distribution in the 
plate at the interface than the McCune method. Let us consider the concentrated force F  of 
12,000 N acting at the right end of the cantilever. In principle, the shear stress distribution 
at the interface of the plate shall be very close to that at any internal cross section of the 
plate. Internal nodal shear forces calculated by the two methods are listed in Table 6.2 for 
the left interface and an internal section of the plate model. For the proposed method, the 
nodal shear forces at the interface are consistent with the nodal shear forces at the internal 
section. For the McCune method, there is a small difference between the nodal shear forces 
at the interface and the nodal shear forces at the internal section. The shear stress contours 
of the plate model are shown in Figure 6.9a for the proposed method and Figure 6.9b for the 
McCune method. It can be seen that there is no significant shear stress disturbance at the 

Table 6.2   Comparison of nodal shear forces between the McCune method and the proposed 
method

Nodal force results at interface Nodal force results at internal section 

Node McCune method Proposed method Node McCune method Proposed method 

42 18.75 31.25 52 31.273 31.25
62 1275 1250 118 1249.9 1250
63 1162.5 1187.5 117 1187.6 1187.5
64 2775 2750 116 2749.9 2750
65 1537.5 1562.5 115 1562.6 1562.5
66 2775 2750 114 2749.9 2750
67 1162.5 1187.5 113 1187.6 1187.5
68 1275 1250 112 1249.9 1250
13 18.75 31.25 24 31.273 31.25
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Figure 6.9   Shear stress contours: (a) using the proposed method and (b) using the McCune method. 
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interfaces no matter which method is used. The maximum shear stresses from the proposed 
method and the McCune method are 58.59 and 58.60 N/mm2 , respectively. The maximum 
shear stresses from the two methods are very close to each other for this cantilever with a 
solid rectangular section.

A cantilever of a box cross section is also used as a numerical example for the detailed cal-
culation and discussion of the linear beam-to-shell coupling problem and the linear beam-
to-solid coupling problem (Wang et al. 2014). The results from the proposed method, the 
McCune method and the RBE3 method are compared with those from the pure shell model 
and the pure solid model. The comparative results show that the stress results from the pro-
posed method have the best accuracy for beam-to-shell and beam-to-solid couplings among 
the three methods.

6.8.2 Frame structure

Figure 6.10 shows a frame structure constructed by one beam and two columns of I cross 
section. The beam is strengthened with a linearly increasing height towards the connection 
between the beam and the column. There is a uniform load P  = 10 kN/m acting perpendicu-
larly on the beam. The frame structure is modelled with the pure shell model and the multi-
scale model as shown in Figure 6.1, respectively. For the interface connection, the proposed 
method and the RBE3 method are used to achieve the beam-to-shell coupling. The frame 
structure is also modelled with the pure beam element for an additional comparison.

The mid-span deflection of the beam is calculated using different methods as listed in 
Table 6.3. The results from the pure shell model are used as the exact solution for a refer-
ence to calculate relative errors. The relative errors of the deflection at the mid span of the 

40

40

80

5 
m

80

P = 10 kN/m

10 m

y

x

4020

1.21.
0

Figure 6.10   Frame structure and member cross section.

Table 6.3   Comparison of the mid-span deflection and the maximum von Mises stress of frame 
structure among different methods/models

Method Displacement  (mm ) Error  (%) Maximum von Mises stress  (MPa ) Error  (%)

Proposed method 8.6469 0.81 85.099 0.36
RBE3 8.9370 4.19 153.930 81.53
Pure beam model 8.8098 2.71 70.000 17.45
Pure shell model 8.5775 – 84.795 –
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beam, calculated by the proposed method and the RBE3 method, are 0.81% and 4.19%, 
respectively, which indicates that the proposed method has a good accuracy for deflection 
results.

The von Mises stress contours of the connection part of the frame structure obtained 
from different methods are shown in Figure 6.11a–c. It can be seen that the von Mises stress 
contour obtained by the proposed method is almost the same as that obtained from the pure 
shell model. The stress results from the RBE3 method, however, show serious stress distur-
bance at the interface between the beam and the column. The maximum von Mises stresses 
from the proposed method, the RBE3 method and the pure shell model are 85.1, 154 and 
84.8 MPa, respectively. The maximum von Mises stresses at the interface of the horizontal 
beam from the proposed method, the RBE3 method and the pure shell model are 14.4, 123 
and 14.3 MPa, respectively. The proposed method has a better accuracy in both the deflec-
tion and stress results and can be used for multi-scale simulation of structures.

6.8.3 Nonlinear analysis of beam–shell coupling

Figure 6.12 shows a column of a box cross section. It is modelled by beam element B31 in 
ABAQUS for the upper part of the column and by shell element S4R for the bottom part. 
Nonlinear buckling analysis is implemented by means of a multi-scale model with beam–
shell coupling at the interface, the pure beam model and the pure shell model, respectively. 
The axial loading point is 5 mm from the centre of the section in the x-direction. The axial 
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Figure 6.11    von Mises stress contours of frame structure: (a) using the proposed method, (b) using the RBE3 
method and (c) using the pure shell model.
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load is increased until the column is deformed to a certain level at which the loading point 
moves downward for 50 mm in the z-direction. The initial and deformed shapes of the col-
umn are shown in Figure 6.13 for reference.

From the load–displacement curves at the loading point in the z-direction, the peak loads 
are found as 2138.1, 2137.6, 2139.5 and 2139.3 (N), obtained by the proposed method, the 
distributing coupling method, the pure shell model and the pure beam model, respectively. It 
can be seen that all the predicted peak loads are similar. At a displacement of 0.05 m, the loads 
on the column are 350.8, 350.7, 350.6 and 362.1 (N), obtained by the proposed method, the 
distributing coupling method, the pure shell model and the pure beam model, respectively. 
The loading results from the multi-scale model using the two coupling methods are very close 
to the results from the pure shell model. However, the loading result from the beam model is 
slightly greater than that from the pure shell model. This is because the shell element model 
can reflect the stiffness change of the column. By taking a segment of 0.006 m long in the 
z-direction at the interface to compare stress results from different methods, its von Mises 
stress contours are shown in Figure 6.14a–c. The maximum von Mises stress and the shear 
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Figure 6.12    Column of a box cross section and its axial load.

Figure 6.13   Initial and deformed shapes of multi-scale model of the column.
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stress from each method are listed in Table 6.4. The maximum von Mises stresses are 170.2, 
182.8 and 170.2 (MPa) from the proposed method, the distributing coupling method and the 
pure shell model, respectively. It can be seen that the buckling loads from the proposed method 
and the distributing coupling method have a slight difference. However, the stress results at 
the interface from the proposed method are the same as that from the pure shell model.

6.9  CONCURRENT MULTI-SCALE MODELLING 
OF A TRANSMISSION TOWER

6.9.1 Background

Transmission towers are vital components of transmission lines. Most transmission tower 
structures are constructed by thin-walled angle members that are eccentrically connected to 

Table 6.4  Comparison for maximum von Mises stress and shear stress for nonlinear analysis

Methods 
Maximum von Mises stress  

(MPa ) Error  (%)
Maximum shear stress  

(MPa ) Error  (%)

Proposed method 170.2 0.00 19.5 3.23
Distributing coupling 182.8 7.40 25.9 37.11
Pure shell model 170.2 – 18.89 –
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Figure 6.14    von Mises stress contours due to buckling: (a) using the proposed method, (b) using the distrib-
uting coupling method and (c) using the pure shell model.
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each other by bolts directly or through gusset plates. In the global analysis of a transmission 
tower, its angle members are often modelled using either pin-ended truss elements or fix-
ended beam elements to form a global FE model for the tower (Roy et al. 1984; Albermani 
and Kitipornchai 2003; Chan and Cho 2008; Rao et al. 2010). Nevertheless, this kind of 
global model ignores the effects of joint flexibility, local geometric and material nonlinear-
ity, bolt slippage and deformation on the global behaviour of the tower, which make the 
structural analysis and design of the tower inadequate. To overcome this problem, the joints 
in the global FE model are sometime modified as semi-rigid linear or nonlinear joints to 
consider joint effects on the global behaviour of the tower (Knight and Santhakumar 1993; 
Kitipornchai et al. 1994; Rao and Kalyanaraman 2001; Xu and Zhang 2001; Ungkurapinan 
et al. 2003; Jiang et al. 2011). In this regard, Rao and Kalyanaraman (2001) presented a 
nonlinear analysis method for lattice towers in consideration of member eccentricity, mate-
rial nonlinearity and rotational rigidity of joints. Ungkurapinan et  al. (2003) developed 
some formulas to describe joint slips based on the relevant test data. However, the use of 
semi-rigid joints cannot guarantee the accuracy of the analysis because there are a variety 
of joints, in terms of the number of bolts and the shape of gusset plates, making it difficult 
to determine the structural parameters for semi-rigid joints. For the analysis and design of 
the local joints of the tower, the local joints are then modelled using solid or shell elements 
(Cheng and Yam 1994; Salih et al. 2011, 2013; Rosenstrauch et al. 2013). The boundary 
conditions of a local joint model are often assigned by using the information extracted from 
the global analysis of the global FE model of the tower. This approach for the analysis and 
design of the global tower and local joints may be called the information-passing multi-
scale method  (Li et al. 2007). However, it is difficult to determine dynamic boundary con-
ditions for the local joint model, and inaccurate boundary conditions will lead to error in 
the calculated structural responses. Furthermore, if the solid and shell elements are used to 
model all the members and joints of the tower, the computational size for the global struc-
ture analysis will be too large to be implemented.

This section aims at developing a concurrent multi-scale modelling method for transmis-
sion tower structures, in which critical joints of the tower are modelled in great detail using 
solid elements, while other angle members are modelled with common beam elements. The 
detailed model for a critical joint includes gusset plates, angle members and bolts. The effects 
of local geometric and material nonlinearity and the contact problem between the bolts, 
plates and angles are all taken into consideration. Multi-point constraints for beam-to-
solid interface connections developed in Sections 6.5 through 6.7 will be used to ensure the 
computational accuracy and efficiency at interfaces, so that the critical local joint models 
can be coupled with the common tower model to form a multi-scale model of the tower. 
To verify the developed multi-scale modelling method, a physical model of a transmission 
tower structure at a length scale of 1:10 was constructed and tested. The displacements and 
strains of the tower model measured from the static tests are compared with the numerical 
results obtained by the multi-scale modelling method. The dynamic characteristics of the 
tower identified from the dynamic tests are also compared with the numerical results.

6.9.2 Physical model of a transmission tower structure

To verify the accuracy of multi-scale modelling and analysis of a transmission tower struc-
ture, a physical model of a transmission tower structure was built (see Figure 6.15). The 
prototype of the tower was a cup-type and straight-line tower, with height of 50.50 m and 
width of 22.02 m. It is used in 500 KV networks of the state grid of China, suitable for areas 
with heavy icing or high lightning incidences. The tower was assembled from 23 types of 
angle members, which were connected to each other at joint plates with bolts. Considering 
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the physical modelling of bolts and joint plates as well as the availability of laboratory space, 
the length ratio of the reduced-scale model to the prototype was selected as 1:10. Stainless 
steel was chosen to make angle members and joint plates. The scaled model was designed 
and fabricated following the geometric similarity laws as closely as possible. To guarantee 
the precision of the local joints of the transmission tower, the components of the local joints, 
such as bolts and gusset plates, were also fabricated according to the length ratio. The angle 
members and gusset plates were tailor-made in a factory using stainless steel plates. The 
completed tower model had 930 angle members, 402 gusset plates and 3649 bolts. The 
completed tower model assembled in the laboratory is shown in Figure 6.15. Both static and 
dynamic tests were performed to provide test data for verifying the numerical results from 
the multi-scale analysis.

6.9.3 Multi-scale modelling of the transmission tower

There are many complex problems to deal with in the process of multi-scale modelling of a 
transmission tower, such as the interface coupling of mixed-dimensional elements and the 
contact problem between bolts and plates. Most of the commercial FE software has features 
to deal with these problems. It is therefore more convenient to build a multi-scale model of 
the test transmission tower using commercial FE software. The FE software ANSYS is used 
in this study together with the self-written supplemental programs for multi-scale modelling 
and analysis of the transmission tower structure.

The main purpose of the multi-scale modelling and analysis of a transmission tower is 
to obtain its global and local responses at the same time and to facilitate the design of the 
transmission tower. For the sake of a clear demonstration, only one typical and important 
tower joint between the crank arm and the tower body is selected to construct a detailed 
local FE joint model. The selected joint consists of 9 angle members of a shortened length, 3 
gusset plates and 40 bolts. To accurately simulate the bolt connection, all the components of 
the joint are modelled using solid elements. Consequently, the 20-node SOLID95 elements 
of higher order, which can simulate irregular shapes with no loss in accuracy, are used to 
model angle members, gusset plate and bolts of the selected joint. Apart from this joint, 
all other members of the tower are modelled using beam elements and all other joints are 

Local
joint

(a) (b)

Figure 6.15   Physical model of a transmission tower: (a) global tower model and (b) local joint.
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modelled as rigid joints, in which the BEAM188 elements are used to model all other angle 
members in the global tower. The completed multi-scale model of the transmission tower is 
shown in Figure 6.16 together with the local joint model. It is noted that there is an interface 
for each of the nine angle members used in the joint between the global tower model and 
the local joint model.

One of the most complex problems in the local modelling of the joint is the interaction 
between different components for bolt connection, such as the contact between the bolt 
and the angle member, the contact between the bolt and the gusset plate, and the contact 
between the angle member and the gusset plate. These interactions are achieved by using 
the contact elements TARGE170 and CONTA174 of a surface-to-surface type, which avoid 
one element to penetrate into another. Furthermore, these contact elements can simulate 
friction forces between the two surfaces according to the Mohr–Coulomb law. The friction 
forces depend on the smoothness of the surfaces and the pretension forces of the bolts. The 
value of the coefficient of friction is taken as 0.3 in this study. The pretension force elements 
PRETS179 are used to simulate the pre-tightening of the bolts. In terms of stiffness, the 
interaction between the angle member and gusset plate is defined as the flexible-to-flexible  
contact problem because both of them are of equal stiffness, while the interaction between 
the bolt and the gusset plate or angle member is defined as the rigid-to-flexible  contact 
problem because the bolt is considered stiffer than the plate or the angle member. In the con-
tact problem considered, the first part refers to the target and the second part to the contact 
surface. For a rigid-to-flexible contact, the target surface is always more stiff and the contact 
surface is always less stiff. The contact elements are applied to the joint components by the 
Augmented Lagrange formulation, and the contact stiffness is updated during equilibrium 
iteration. Figure 6.17 shows the contact interaction between the angle member, gusset plate 
and bolt of the local joint. Finally, the interface of the angle member between the solid and 
beam elements is coupled by using the constraint method.

6.9.4 Validation of multi-scale modelling

A static test was first carried out on the physical model of the transmission tower fixed on 
the ground of the laboratory. A horizontal concentrated load was applied at the middle of 

Z

XY

(a) (b)

Figure 6.16   Multi-scale model of a transmission tower: (a) global tower model and (b) local joint model.
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the cross arm of the transmission tower in the longitudinal direction (line direction), as 
shown in Figure 6.18. The concentrated load was increased step-by-step up to 60 N at an 
incremental load of 10 N. A total of 3 displacement transducers (D1–D3) and 26 strain 
gauges (S1–S26) were used to measure the static responses of the tower due to the concen-
trated load. Figure 6.18 shows the locations of the loading point and measurement points. 
After the static tests were completed, hammer tests were then carried out on the physical 
model of the transmission tower to identify the natural frequencies and modal shapes of the 
tower. For the hammer test in the longitudinal direction, a total of 15 accelerometers were 
arranged and their locations are shown in Figure 6.19.

The beam model and the multi-scale model of the transmission tower are used to calcu-
late the strain and displacement responses of the tower under the concentrated load, and the 
results from the multi-scale model and beam model are then compared with those from the 
static test. The comparison results of the displacement responses are listed in Table 6.5. It can 
be seen that the results obtained from the multi-scale model are very close to the test results. 
The maximum errors from the beam and multi-scale models are 6.8% and 3.4%, respectively, 
compared with the test results. The comparison results of the strain responses to the horizon-
tal concentrated load of 60 N are listed in Table 6.6 for the main member of the tower leg. The 
strain results obtained from the multi-scale model are very close to the test results. Figure 6.20 
shows the locations of strain gauges on the gusset plate and the main member of the local 
joint, which are modelled in great detail using the solid elements in the multi-scale model of 
the tower. The comparison results of strain responses are listed in Table 6.7. The equivalent 
strain used for the comparison of strain responses on the gusset plate is computed by
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where: 
 ε 1 , ε 2  and ε 3  are the principal strains
 ν    is the effective Poisson’s ratio

In the static test, strain rosettes are used to measure the strain state of the gusset plate, 
and two principal strains are calculated from the measured strain state. Equation 6.21 is 

Gusset plate

Head
Angle member

Nut Stud

Contact surface

Pretension

Figure 6.17   Contact between angle member, gusset plate and bolt of the local joint.
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then used to calculate the equivalent strain by combining the two principal strains obtained 
from the measured results of the strain rosette and a zero principal strain. From Table 6.7, 
it can be seen that the strain responses of the main member of the local joint calculated 
from the multi-scale model are more accurate than those from the beam model. The multi-
scale model can obtain the strain responses of the gusset plate with a good accuracy of 
a maximum error less than 7.90%. Comparing the static responses of the displacement 
and strain, it can be concluded that the multi-scale model can obtain more accurate strain 
and displacement responses at the region near the local joint modelled by solid elements. 
It should be pointed out that the multi-scale model of the tower was updated and detailed 
information on the updating of the multi-scale model of a civil structure can be found in 
Chapter 7.

A modal analysis is carried out using the beam model and the multi-scale model of the 
transmission tower. The natural frequencies are obtained and compared with the test results 
listed in Table 6.8. It can be seen that the maximum error using the multi-scale model occurs 
at the sixth natural frequency with a relative error of 5.41%. The first, second and third 

D1

D3 Connection plate
S15–S23

Force

x

yz

D2

Member
S13, S14

Leg member
S1, S2

Connection plate
F: S5–S7
B: S10–S12
FS: S24–S26

Leg member
F: S3, S4
B: S8, S9

Displacement meter: D1–D3
Strain gauge: S1–S26

Figure 6.18   Locations of loading point and measurement points in static test.
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Figure 6.19   Locations of accelerometers in a hammer test.

Table 6.5  Comparison of static displacement responses (mm)

Measure 
point Load (N) Measured displacement Beam model Error  (%) Multi-scale model Error  (%)

D1 10.000 0.224 0.228 1.8 0.228 1.8
20.000 0.468 0.457 −2.4 0.457 −2.4
30.000 0.701 0.685 −2.3 0.686 −2.1
40.000 0.915 0.913 −0.2 0.915 0.0
50.000 1.132 1.142 0.9 1.144 1.1
60.000 1.378 1.370 −0.6 1.373 −0.4

D2 10.000 0.223 0.228 2.2 0.228 2.2
20.000 0.462 0.456 −1.3 0.458 −0.9
30.000 0.689 0.684 −0.7 0.688 −0.1
40.000 0.907 0.911 0.4 0.917 1.1
50.000 1.130 1.139 0.8 1.147 1.5
60.000 1.377 1.367 −0.7 1.377 0.0

D3 10.000 0.059 0.063 6.8 0.061 3.4
20.000 0.120 0.126 5.0 0.123 2.5
30.000 0.181 0.189 4.4 0.184 1.7
40.000 0.247 0.252 2.0 0.245 −0.8
50.000 0.305 0.315 3.3 0.307 0.7
60.000 0.367 0.378 3.0 0.368 0.3
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mode shapes of the tower obtained from the multi-scale model are shown in Figure 6.21. 
It can be seen that the first mode of vibration is the translational mode mainly in the longi-
tudinal direction. The second mode of vibration is also the translational mode but mainly 
in the lateral direction. The third mode of vibration is the torsional mode. The modal assur-
ance criteria (MAC) is calculated as

 MAC test FE
test FE

test test FE FE
φ φ

φ φ

φ φ φ φ
i i

i i

i i i i

,( ) =
( )

( ) ( )
2

  (6.22)

where φi
test and φi

FE are the i th modal shape from the test and FE analysis, respectively. The 
MAC values for the beam model and the multi-scale model are listed in Table 6.9. It can 
be seen that the multi-scale model and the beam model have the same accuracy for modal 
shapes. The similar natural frequencies and mode shapes from the beam model and the 
multi-scale model are understandable because the difference between the beam model and 
the multi-scale model is one local joint model in the multi-scale model, which does not affect 
the global dynamic characteristics of the tower.

S16

S15

S17

S18
S19

S20

S13 S14

Figure 6.20   Locations of strain gauges on local joint.

Table 6.6  Comparison of strain on main member of tower leg (10−6 )

Gauge 
number 

Measured 
strain 

Beam 
model Error (%) 

Multi-scale 
model Error (%) 

S1 21.59 22.33 3.43 22.34 3.47
S2 26.55 25.73 3.09 25.73 3.09
S3 26.93 25.69 4.60 25.68 4.64
S4 22.52 22.33 0.84 22.33 0.84
S8 −21.09 −22.30 5.74 −22.31 5.76
S9 −25.41 −25.71 1.18 −25.71 1.18
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Figure 6.21    First three mode shapes of the tower obtained from the multi-scale model: (a) the first mode 
(view in x-direction), (b) the second mode (view in y-direction) and (c) the third mode (view 
in z-direction).

Table 6.7  Comparison of strain on local joint (10−6 )

Gauge number Measured strain Beam model Error (%) Multi-scale model Error (%) 

S13 34.10 28.83 15.45 34.62 1.52
S14 12.27 24.48 99.51 11.70 4.65
S15, S16, S17 21.90 – – 23.63 7.90
S18, S19, S20 8.20 – – 8.82 7.56

Table 6.8  Comparison of natural frequencies (Hz)

Mode number Measured frequency Beam model Error (%) Multi-scale model Error (%) 

1 16.56 16.39 1.03 16.38 1.09
2 16.81 16.46 2.08 16.44 2.20
3 22.50 23.63 5.02 23.49 4.40
4 44.36 44.40 0.09 44.40 0.09
5 44.50 44.62 0.27 44.63 0.29
6 50.44 53.06 5.19 53.17 5.41
7 52.30 53.56 2.41 53.62 2.52
8 59.83 57.54 3.83 57.58 3.76
9 60.56 57.72 4.69 57.75 4.64
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NOTATION

A  i  ,a  i   The local coordinate systems (CSs) of the interface at the initial and cur-
rent configurations, respectively

C   The coefficient matrix of the displacement constraint equation in the 
linear domain

C   NL(u  S ) The coefficient (weighting) matrix varying with u S in the nonlinear 
domain

C  0 , C  t  The coefficient matrix in its initial and current local CSs, respectively
D  (u  S ) The coefficient matrix of the linearised form of the displacement con-

straint equation used at each increment
D  0 , D  t   The coefficient matrices of the displacement constraint equation in its 

initial and current configuration, respectively, in the global CS
e i   The global CS
fE  (t ) The force vector for a structural system
F   B , F   P ,  F   S  The nodal forces at the interface of beam, plate and shell, respectively
f  SE  The nodal force vector of the substructure at the middle section
K  SE, u SE The stiffness matrix and nodal displacement vector of the substructure, 

respectively
ME, CE, KE The mass matrix, viscous damping matrix and stiffness matrix of a 

structural system, respectively
Ν   The effective Poisson’ s ratio
R  0 , R  t   The transformation matrices from the global CS to the initial and cur-

rent local CS, respectively
R  d   The transformation matrix from the initial local CS to the current local 

CS
T i  1 , T i  2 , T t  1 , T t  2  The coordinate transform matrices computing from R  0   and R  n, 

respectively
u  B,  uP,  u S The beam displacements, plate displacement and shell displacement at 

the interface, respectively
x  (t ) A vector containing nodal displacement
α , β  Rayleigh damping factors
δ u  B, δ u  P, δ u  S The virtual displacement vectors at the interface of beam, plate and 

shell, respectively
δ WB, δ WP, δ WS The virtual works done by the nodal forces at the interface of beam, 

plate and shell, respectively
∆ U  B, ∆ U  S The displacement increments at the interface of beam and shell, 

respectively
ε e   The equivalent strain
ε 1 , ε 2 , ε 3  The principal strains in different directions
φi

test ,  φi
FE The ith modal shape from test and finite element analysis, respectively 

Table 6.9  MAC of modal shapes

Mode number 1 2 3 4 5 6 7 8 9 

Beam model 0.9939 0.9958 0.9936 0.9407 0.9653 0.9889 0.9741 0.9089 0.9107
Multi-scale model 0.9940 0.9958 0.9935 0.9377 0.9664 0.9897 0.9719 0.9104 0.9075
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Chapter 7

System identification and 
model updating

7.1 PREVIEW

A finite element (FE) model of a large civil structure, based on design drawings as described 
in Chapter 6, inevitably has modelling errors compared with its real structure, due to con-
struction variations, uncertainties in boundary conditions, variations in material properties, 
inaccuracy in FE model discretisation, uncertainties in external excitations and so on. The 
initial FE model therefore needs to be finely tuned to match references to reduce modelling 
errors and produce a better FE model to represent the real one. 

These references are usually structural responses measured from the structure on site and/
or structural dynamic characteristics extracted from measured structural responses. This 
procedure is known as model updating  and the identification of structural dynamic charac-
teristics from the measured structural responses is called modal identification . Modal iden-
tification is part of a system of identification which includes parameter identification as well.

In this regard, this chapter first presents the mathematical model of a dynamic civil struc-
ture in three different coordinate systems. Structural dynamic characteristics are introduced 
through a modal analysis in the modal coordinate system. This chapter then illustrates 
modal identification methods in the frequency domain, time domain and frequency-time 
domain, in which how to extract dynamic characteristics of a structure from measure-
ment data is demonstrated. In consideration of the subsequent chapters, this chapter also 
gives a brief introduction to force identification. The model updating methods, mainly the 
sensitivity-and-modal-based updating method, are then fully discussed. Finally, the model 
updating of a multi-scale FE model of a transmission tower is given in detail as a case study.

7.2  MATHEMATICAL DESCRIPTION OF A 
DYNAMIC CIVIL STRUCTURE

The equilibrium equations of motion of a linear civil structure subjected to dynamic load-
ings can be expressed in a structural coordinate system, a state-space coordinate system or 
a modal coordinate system.

Consider a civil structure idealised by an N  degrees of freedom (DOFs) system subjected 
to dynamic loadings. The equations of motion of the structure can be expressed in a struc-
tural coordinate system as

 
Mx Cx Kx Ef�� �t t t t( ) + ( ) + ( ) = ( )  

(7.1)
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where:
 M , C  and K   are the N  ×   N  system mass, damping and stiffness matrices of the struc-

ture, respectively

 x x, �  and ��x   are the displacement, velocity and acceleration response vectors, 
respectively

 f (t )  is an m-dimensional external excitation vector
 E   is an N  ×   m  matrix defining the location of m excitations

The equations of motion of the structure can also be reformulated in a state-space coor-
dinate as

 
�z Az Bft t t( ) = ( ) + ( )  

(7.2)
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in which 0  and I  denote the null matrix and the identity matrix of appropriate dimensions, 
respectively.

Furthermore, the second-order dynamic equations of motion of the structure can also be 
expressed in a modal coordinate system by

 
�� �q q q Ef+ + =2 2ξww ww FFo o

T

 
(7.4)

where:
 q  is the vector of modal coordinates
 Φ   is the mass normalised displacement mode shapes
 ξ   is the modal damping coefficient matrix
 ω  o   is the modal frequency matrix

The major advantage of using modal coordinates is that the DOFs can be substantially 
reduced by truncating high modes that often have minimal and negligible contributions to 
structural responses under in-service conditions.

7.3 MODAL ANALYSIS AND FREQUENCY RESPONSE FUNCTION

As a theoretical background of modal identification methods, modal analysis and frequency 
response function (FRF) are introduced here. Let us start from the un-damped free vibration 
equation:

 
Mx Kx 0�� t t( ) + ( ) =

 
(7.5)

It is known that Equation 7.5 has the solution of

 
x Xt ei t( ) = ww

 
(7.6)
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where:
 X  is an N  ×   1 vector of time-independent amplitudes
 i  is the imaginary unit 
 ω   is the vibration circular frequency 

Substituting the solution into Equation 7.5, we have

 
K M X 0−( ) =ww ww2 ei t

 
(7.7)

or

 
K M X 0−( ) =ww2

 
(7.8)

Equation 7.8 is a standard eigenvalue problem. As the trivial solution is of no interest, the 
determinant of (K  –  ω  2 M ) must be zero, resulting in N  possible positive real solutions, ω2

2, … , 
ωN

2  known as the eigenvalues. ω 1 , ω 2 , … , ω N  are the un-damped natural frequencies of the 
system. For each natural frequency ω r  , Equation 7.8 has a set of nonzero vector solution of X , 
denoted as {ϕ r  } and known as the r th mode shape (or eigenvector) of the system. Each mode 
shape vector contains N  elements which are relative values only. All mode shape vectors form 
a mode shape matrix Φ  . Because of the orthogonality property of the mode shape matrix, Φ   
is usually normalised with respect to the mass matrix as

 FF FFTM I=  (7.9)

Equation 7.8 then yields

 FF FFTK = Λ  (7.10)

where:
 I  is a unit matrix

 Λ   is a diagonal matrix consisting of the eigenvalues, ω1
2, ω2

2, … , ωN
2

By considering a harmonic excitation force vector {Ef (t )}=F e i  ω   t   in Equation 7.1, the steady-
state responses are also harmonic with the same frequency, that is, x (t )=X e i  ω   t  , yielding

 
− + +( ) =ww ww ww ww2M C K X Fi e ei t i t

 
(7.11)

and
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where H (ω  ) is the N  ×   N  FRF matrix. In the case of Rayleigh damping, it has

 
FF FF FF ww ww FF ww ww LL LLT T i i a aH M C K I I− = − + +( ) = − + + +1 2 2

1 2( )
 

(7.13)
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where a 1  and a 2  are the proportional coefficients for constructing the damping matrix. 
The right-hand side of Equation 7.13 is a diagonal matrix, in which the r th item can be 
expressed as − + + + = − + +ω ω ω ω ω ωω ξ ω2

1 2
2 2 2 22i a a ir r r r r( ) . The r th modal damping ratio ξ r   

is defined as
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ω
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Therefore, from Equation 7.13, the FRF matrix can be associated with the modal fre-
quency, mode shapes and damping ratio as
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The receptance h jk  , defined as the response displacement at coordinate j  due to a har-
monic excitation force at coordinate k  with a frequency of ω  and all other forces being zero, 
is then given by
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Equation 7.16 is often expressed as
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where:

 s ir r r r r= − + −ω ξ ω ξ1 2  is the pole
 A jkr    is the residue for mode r 
 Superscript *  denotes the complex conjugate

The pole is directly related to the frequency and damping ratio, and the residue is related 
to the mode shape. Therefore, the FRF (or poles and residues) can be employed to extract 
the modal parameters. Equations 7.15 and 7.16 show that

 1. The FRF matrix is a bridge connecting the modal parameters to the system matrices.
 2. It is clear that the FRF matrix is symmetric as h jk   = h kj  , which is called reciprocity. 
 3. The FRF matrix is the summation of the contributions of different vibration modes.
 4. One column or one row of the FRF matrix includes all information of modal param-

eters, and therefore it is sufficient to extract the full modal parameters using one col-
umn or one row of the FRF vector only.
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7.4  MODAL IDENTIFICATION IN THE FREQUENCY 
DOMAIN OR THE TIME DOMAIN

In the 1970s and 1980s, a vast range of modal identification methods was developed. 
According to the domain in which the data is treated, there are frequency-domain and time-
domain methods. Maia et al. (1997) and Ewins (2000) described these methods extensively. 
As far as the excitation method is concerned, field tests can be generally divided into forced 
vibration tests and ambient vibration tests, although free vibration tests are employed occa-
sionally. Correspondingly, the modal identification methods are called input-output meth-
ods  and output only methods , respectively.

In forced vibration tests, the structure is excited by artificial means and both input and 
output need to be measured. The tests often require very heavy equipment and involve 
expensive resources in order to provide controlled excitation at a sufficient level (Okauchi 
et al. 1997). Impulse hammers, drop weights and electro-dynamic shakers are the excitation 
equipment usually used for relatively small structures.

Quite a few standard techniques of modal parameter estimation have been developed. In 
brief, these modal parameter identification methods are based on the FRFs in the frequency 
domain or the impulse response functions (IRFs) in the time domain. An FRF is the ratio of 
the output (or response) to the input (or force) in the frequency domain. In practice, it can 
also be calculated as the ratio of the cross-power spectrum between the output and input to 
the auto-power spectrum of the input, although there are a few variants (Maia et al. 1997).

Modal identification methods that can only handle a single FRF at a time are called 
single-input-single-output  (SISO) methods. More commonly, a structure is tested with a set 
of sensors simultaneously collecting the responses to one excitation (position is fixed). Each 
pair of input-output forms an FRF and the total pairs are actually one column of the FRF 
matrix. The methods allowing for several FRFs to be analysed simultaneously are called 
global or single-input-multiple-output (SIMO) methods. These methods are based on the 
fact that the natural frequencies and damping ratios of a structure are global properties 
of the structure and do not vary from one FRF to another (Maia et al. 1997). Finally, the 
methods that can simultaneously process a few columns of FRFs from the responses to vari-
ous excitations are called multiple-input-multiple-output  (MIMO) methods. These type of 
methods can increase the spatial resolution (the physical measurement locations) of the test 
as one input may not excite some particular modes sufficiently.

Among many, two very common and useful methods, the peak amplitude method (Bishop 
and Gladwell 1963) and the rational fraction polynomial method (Richardson and Formenti 
1982), are introduced here. The former is a simple, rapid and useful modal identification 
method during the tests. The natural frequencies are simply taken from the observation 
of the peaks (or resonances) on the amplitude graphs of the FRFs. The mode shapes are 
estimated from the ratios of the magnitudes of the imaginary part (or amplitude) of the 
FRFs at the resonance points (Avitabile 1999) without heavy computational efforts. In the 
rational fraction polynomial method, the FRF is formulated in a rational fraction form in 
terms of orthogonal Forsythe polynomials. When the error function between the formu-
lated FRF and the measurement is minimised, the modal parameters can be estimated. The 
rational fraction polynomial method was expanded to the case of multiple FRFs, named 
as the global rational fraction polynomial  method (Richardson and Formenti 1985), such 
that the frequencies and damping ratios can be obtained from all FRFs consistently and 
mode shapes from each FRF. This method is now one of the most popular SIMO frequency 
domain methods and has been adopted by many commercial packages of modal analysis 
software.
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In contrast, ambient vibrations, induced by traffic, winds, water waves and pedestrians, 
are the natural or environmental excitations of buildings or bridges. An ambient vibra-
tion test has a few significant advantages over the forced vibration tests. First, it does not 
interrupt the operating condition of the structure. Second, it is inexpensive as it does not 
require excitation equipment. Due to these merits, ambient vibration tests have been widely 
used in vibration tests of tall buildings and long-span bridges such as the Republic Plaza 
in Singapore (Brownjohn 2003), the New CCTV Tower in China (Xu et al. 2013), the 
Golden Gate Bridge in the United States (Abdel-Ghaffer and Scanlan 1985), the Tsing Ma 
Suspension Bridge in Hong Kong (Xu et al. 1997), the Kap Shui Mun Cable-Stayed Bridge 
in Hong Kong (Chang et al. 2001) among many others.

In the case of ambient vibration tests, only output data (responses) are measured and 
actual loading conditions are unknown. Modal parameter identification methods using 
output-only measurements present a challenge, requiring the use of special identification 
techniques, which can deal with small magnitude ambient vibration contaminated by noise 
without knowledge of the input forces. Over the past decades, several output-only modal 
parameter identification techniques have been developed such as the autoregressive moving-
average (ARMA) method (Andersen et al. 1996), the natural excitation technique (NExT) 
(James et al. 1995) and the stochastic subspace identification (SSI) method (Van Overschee 
and De Moor 1996; Peeters 2000).

It is noted that these methods are based on a fundamental assumption that the unknown 
excitation is taken as a white noise process. For example, it can be proved that the cross-
correlation function between the responses from a multiple DOFs system excited by multiple 
white noise random inputs, has the same form as the IRF of the system (Caicedo et al. 2004). 
Consequently the time-domain modal parameter estimation methods, such as the eigensys-
tem realisation algorithm (ERA) (Juang and Pappa 1985), can be employed to extract the 
modal parameters.

In practice, each set of measurements in ambient vibration tests is taken for a relatively 
long period, usually from minutes to hours. One reason is to allow wider frequency compo-
nents included in the excitation, which conforms to the stationary assumption of the input. 
In addition, more measurement data results in a better resolution in the frequency domain. 
Finally, the effect of measurement noise can be reduced by averaging data.

Reference points also need to be considered in practical ambient vibration tests as the 
number of available sensors is usually insufficient to measure all measurement points at one 
time. The points can be divided into a few groups and the measurement is taken in several 
sets, while the reference points should be kept unchanged throughout the entire test.

Using output-only modal identification methods, one cannot obtain an absolute scaling of 
the identified mode shapes (e.g. mass normalisation) as the input is unknown. This is a big 
difference, sometimes also a disadvantage, from that in the forced vibration tests.

7.5 MODAL IDENTIFICATION IN THE FREQUENCY-TIME DOMAIN

In the ambient vibration test–based modal identification methods, the fundamental assump-
tion is that the unknown excitation can be represented by a stationary white noise process 
and that the structural parameters are invariant. In reality, the unknown excitations may 
be non-stationary and the structural parameters may be varying, particularly when the 
structure is subject to some damage. In this regard, modal identification methods in the 
frequency-time domain, capable of yielding a time–frequency representation, have been 
developed. These methods include short-time Fourier transform (STFT), Wigner–Ville dis-
tribution (WVD), wavelet transform (WT) and Hilbert–Huang transform (HHT). These 
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methods can also be used for modal identification of linear structures under stationary 
excitation.

The STFT is the simplest approach, where the original record is divided into a series of 
shorter records with the time duration chosen to ensure that the sub records can be consid-
ered stationary and the structural parameters can be regarded as linear. Each sub record 
can then be analysed using the standard fast Fourier transform (FFT) approach and a time-
varying estimate of the spectral quantities can be obtained. However, the high resolution for 
STFT cannot be obtained in both time and frequency domains simultaneously. In contrast, 
the WVD represents a truly two-dimensional transformation and there is no restriction 
on the simultaneous resolution in time and frequency domains. However, this approach 
is much more computationally intensive. Although some approaches based on STFT and 
WVD have been developed by several researchers for system identification (e.g. Staszewski 
et al. 1997; Avargel and Cohen 2007), the WT and HHT are the more adaptable candidate 
techniques as compared with STFT and WVD, especially for civil structures (Gurley and 
Kareem 1999; Kijewski and Kareem 2003; Yan and Miyamoto 2006). This section focuses 
on the introduction of WT and HHT for modal identification.

The time–frequency character of WT allows the adaptation of both traditional time- and 
frequency-domain system identification approaches to examine non-stationary data and 
nonlinear structural parameters. In the analysis of MDOF systems, WT has the ability 
to decouple the measured multi-component signals to mono-component signals via some 
specific mother wavelets, for example, Morlet wavelet, Daubechies wavelet and Symlets 
wavelet, and represent them with forms of complex-valued signals. According to the instan-
taneous amplitudes and phase angles of the complex-valued signals, the corresponding 
modal parameters such as damping ratio and natural frequency can then be identified. In 
general, the linear least squares fitting technique or the Hilbert transform are applied to the 
wavelet phases and amplitude curves for effective determination of such modal parameters. 
Wavelet-based system identification methods through the analysis of free vibration or IRFs 
from SDOF or MDOF structures have been developed (e.g. Robertson et al. 1998a,b; Hans 
et al. 2000; Lamarque et al. 2000; Ashory et al. 2013). For many civil structures, the IRF or 
the free vibration curve is usually difficult to obtain, so there is greater interest in developing 
WT-based approaches to permit the extraction of modal parameters from ambient vibra-
tion data by the combination of some specific techniques, such as the well-known random 
decrement technique (RDT) (Ruzzene et al. 1997; Lardies and Gouttebroze 2002; Yan et al. 
2006; Chen et al. 2009; Nagarajaiah and Basu 2009). Notably, because of the nature of 
WT, the resolution properties have inevitable influences on the identification accuracies of 
the modal parameters. Research conducted by Kijewski and Kareem (2003) investigated the 
impacts of modal separation and end-effect on the time–frequency resolution and suggested 
guidelines for parameter selection.

The HHT method proposed by Huang et al. (1998, 1999), performs a time adaptive 
decomposition operation, termed empirical mode decomposition  (EMD), to decouple the 
signal into a finite number of intrinsic mode functions (IMF), then the Hilbert transform is 
applied to each IMF to obtain the time–frequency representation of the signal designated as 
the Hilbert–Huang spectrum (HHS) in terms of instantaneous amplitude and phase angle. 
It has been found that the HHT can be implemented to decouple multi-component signals to 
mono-component signals and represent them with the analogous forms of complex-valued 
signals (Yan and Miyamoto 2006). According to the instantaneous amplitudes and phase 
angles of the complex-valued signals, the corresponding modal parameters such as damp-
ing ratio, natural frequency and mode shapes can be identified. Many researchers devoted 
their effort to develop the HHT-based modal identification approaches for the estimation of 
modal parameters of MDOF linear structures (Yang et al. 2003a,b, 2004; Xu et al. 2003; 
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Liu et al. 2011). Since nonlinearity widely exists in civil structures, researches on the inves-
tigation of HHT-based identification methods for nonlinear structures were also actively 
carried out (Feldman 1994a,b, 1997, 2007; Pai et al. 2008; Yan et al. 2012). Moreover, the 
implementation of HHT for the identification of time-varying parameters, for example, the 
smoothly varying, periodically varying or abruptly varying stiffness, has also developed 
recently (Shi and Law 2007; Shi et al. 2009; Wang and Chen 2012; Wang et al. 2012). It 
was emphasised that, especially at the high-frequency region, the EMD may generate some 
undesired IMFs, each of which may contain more than one frequency component. In such 
cases, the intermittence check as well as the band-pass filter is employed to separate the close 
modes (Chen and Xu 2002).

7.6 FORCE IDENTIFICATION

Knowledge on external excitations acting on a structure is very important for the design, 
control, damage detection and life management of the structure, but it is difficult to obtain 
in the case of civil structures. Force identification methods have therefore been developed 
in the past few decades. Some methods rely on direct instrumentation and measurement. 
For example, wind pressure taps can be arranged on the surface of a building to measure 
wind forces. Highway vehicle loadings on a bridge can be measured from weigh-in-motion 
(WIM) systems or an instrumented vehicle (Heywood 1996; Jacob et al. 2002). Other meth-
ods require only the measured responses of the structure, for instance, moving force iden-
tification methods developed to identify highway or railway vehicle loadings on a bridge. 
Techniques that identify the forces in motion without disturbing the normal operation have 
attracted interest from many engineers and researchers. A detailed review has been pre-
sented by Zhu and Law (2013) on two main moving force identification methods, namely, 
those based on the modal superposition method and the FE method.

Moving force identification is not only an inverse problem but also an ill-posed problem 
because the structural responses are typically continuous vector functions of spatial coor-
dinates and are defined at only a few points. Solutions are frequently unstable in the sense 
that small perturbations in the responses would result in large changes in the calculated 
force magnitudes. The solution algorithms of the ill-posed problem have been investigated 
by many researchers with particular emphasis on different analytical techniques with differ-
ent types of measurements (Zhu and Law 2013). The modal condensation techniques were 
found most useful for solving the problem, with only limited measured information required 
compared with the total number of DOFs of the structure.

7.7 MODEL UPDATING METHODS

Accurate FE models are frequently required in a large number of applications, such as opti-
misation design, damage identification, structural control and structural performance eval-
uation. Due to the uncertainties in geometry, material properties and boundary conditions, 
the dynamic responses of a structure predicted from a highly idealised numerical model 
usually differ from those measured from the as-built structure. For example, Brownjohn 
and Xia (2000) reported that the difference between the experimental and numerical modal 
frequencies of a curved cable-stayed bridge exceeded 10% for most modes of vibration and 
could reach 40% for some particular modes. In another study (Brownjohn et al. 2003), 
18% difference was found between the analytical and measured frequencies. Jaishi and Ren 
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(2005) discovered that the natural frequencies of a steel arch bridge differed from the FE 
model predictions by up to 20%, and the modal assurance criterion (MAC) values could be 
62%. Similarly, Zivanovic et al. (2007) found that the differences in the natural frequencies 
for footbridges predicted by a very reasonable FE model before updating could be as large 
as 29.8%, as compared with the experimental counterparts. Therefore, an effective model 
updating is necessary to obtain a more accurate FE model to best represent the real struc-
ture. Although the measurement noise is also unavoidable, the measurement data obtained 
from a well-designed test with well-designed data processing are usually regarded as accu-
rate and used as the reference for updating.

Theoretically, many types of measurement data can be employed for model updating, 
while most exercises in past decades have been based on modal data or their variants, such 
as frequencies, mode shapes, FRFs, modal flexibility, modal curvatures and modal strain 
energy (Doebling et al. 1996). Other types of data used include response time histories (Ge 
and Soong 1998) and static strain data (Sanayei and Saletnik 1996). In this regard, this sec-
tion focuses on model updating using measured natural frequencies and mode shapes. The 
next section will introduce the mixed modal and static data–based updating method for 
the multi-scale FE model of a transmission tower. The FRF-based model updating will be 
introduced in Chapter 14.

Model updating is intrinsically linked with damage detection. Both aim to determine the 
difference between two models using measurement data. For model updating, the differ-
ence is the modelling errors, while for damage detection, it is structural damage. The model 
updating methods, which are relevant to damage detection, can be categorised mainly as 
optimal matrix updating methods, sensitivity-based updating methods and eigenstructure 
assignment methods (Doebling et al. 1996). The optimal matrix updating method aims to 
find an updated matrix that is closest to the original matrix and that produces the measured 
natural frequencies and mode shapes. The drawback is that such a matrix is not able to pre-
serve the physical connectivity of a structure. The eigenstructure assignment method was 
used in control engineering to dictate the force response of a structure. It is difficult to apply 
this method for civil structures, particularly large civil structures. The mathematical base of 
sensitivity-based model updating is derivatives, which means that this method is suitable for 
dealing with small physical variable changes. The sensitivity-based method often uses the 
iterative approach to modify the physical parameters of the FE model repeatedly to mini-
mise the discrepancy between the measurement data and the analytical counterparts. Other 
than changing matrices directly, this approach adjusts the physical parameters in elemental 
or substructural level. Then, the system stiffness matrix and mass matrix are assembled 
from all elements in the discrete FE model. Thereby,

 1. The matrix properties of symmetry, sparseness and positive-definiteness are guaranteed.
 2. The structural connectivity is preserved.
 3. The changes in the updated global matrices are represented by the changes in the 

updated parameters.

Due to these merits, iterative methods have become more popular.
This section therefore focuses on the sensitivity-based updating method with iterative 

approach in terms of updating algorithms and on the modal-based updating method in 
terms of measurement data. The sensitivity-and-modal-based FE model updating mainly 
includes three aspects: the objective function with constraints, updating parameters and 
optimisation scheme or algorithms. They are introduced separately below in detail in the 
following sections.
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7.7.1 Objective functions and constraints

The objective functions usually comprise the difference between the measured quanti-
ties and the modal predictions. The selection of the measurement data type must take 
into account not only the sensitivity of the data to the structural parameters, but also 
the inherent uncertainties in the measurement. In general, as found by many researchers, 
frequencies can be measured with high accuracy, but are not spatially specific and not sen-
sitive to damages. Mode shapes have the advantage of being spatially specific. However, 
it is difficult to measure high-order mode shapes, which are sensitive to local damages. 
The advantage of using modal flexibility is that the flexibility matrix converges quickly 
with the first few modes only. However, measuring the modal flexibility with a sufficient 
spatial resolution is often experimentally impractical, and so is the modal strain energy 
method.

The measured quantities concerned in this section are natural frequencies and mode 
shapes. The eigenvalue equation of an N -DOFs un-damped FE model is given as

 
− +( ) =λi iM K 0FF

 
(7.18)

where: 
 λ i   is the i th eigenvalue (λ i     =   ω i  2 )
 Φ  i   is the i th mass normalised displacement mode shape

When there is change or inaccuracy in the mass and/or stiffness, the natural frequencies 
and mode shapes will change accordingly. Model updating is to find the change or inaccu-
racy in the structural properties based on the measured frequencies and mode shapes.

In the objective functions, different types of data can be weighted differently accounting 
for their importance and measurement accuracy. For example, it is widely accepted that 
the natural frequencies of a structure can be measured more accurately than mode shapes. 
Thus, higher weights can be given to the frequency data. An objective function considering 
all the above factors can be (Hao and Xia 2002)
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where:
f i   and ϕ ji    are the i th natural frequency and associated mode shape at the j th 

point, respectively
W f   and W ϕ    are the weight coefficients of the frequency and mode shape, 

respectively
nm  and np   denote the number of modes and the number of measurement 

points, respectively
Subscripts A  and E   denote the items from the analytical model and the measurement, 

respectively
θ     includes a vector of the structural parameters to be updated

In Equation 7.19, the relative difference of frequencies can be used instead of the absolute 
difference (Friswell et al. 1998). From the computational point of view, using eigenvalues as 
in Equation 7.20 instead of frequencies is preferred, as calculation of the eigenvalue sensitiv-
ity is more convenient than that of the frequency sensitivity (Hao and Xia 2002).
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One advantage of using Equation 7.20 is that the measured modal data can be compared 
with the analytical data at the corresponding points and modes directly as 

 1. The number of identified modes is limited by the frequency range due to the limitation 
of the excitation level and identification techniques. 

 2. The number of measurement locations is limited and is always less than that of the 
analytical model.

 3. Some DOFs, such as rotational and internal ones, cannot be measured with present 
technologies.

Therefore, model reduction or data expansion can be avoided. Special attention, however, 
should be paid to the following issues:

• The analyst should roughly know the quality of the measurement data. Inclusion of 
all data does not necessarily lead to more meaningful results because some modes may 
have higher uncertainty than others.

• Only corresponding modes can be compared in Equation 7.20. Therefore, mode 
matching is necessary and MAC is usually employed for this purpose. During the 
updating process, the sequence of some modes may change and thus mode tracking is 
necessary in each iteration. The MAC value of two mode shapes FFi

E   and FFj
A   is defined 

by (Ewins 2000) 
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• The measured mode shapes may have different scales from the analytical ones, which 
are usually mass normalised. In the case of ambient vibration tests or where the 
response of the driving point is not measured in force vibration tests, mass-normalised 
mode shapes are not available. The modal scale factor (MSF) can be employed so that 
the two pairs of mode shapes have the same phase. This quantity is defined as (Ewins 
2000)
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Then, the analytical mode shape is adjusted by multiplying the MSF.
In model updating, the range of the updating parameters usually needs to be constrained 

with bounds, such that the updated parameters are in an acceptable and reasonable range. 
For example, many structural parameters should be larger than zero. In the case of damage 
detection, the damaged structure is usually weaker than the intact one. Optimisation with 
constraints is generally more difficult to solve than the unconstrained one.
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7.7.2 Parameters for updating

The selection of parameters to be updated is very critical to a successful model updating and 
requires engineering judgements. If incorrect model parameters are selected, the updated 
model either cannot reproduce the required dynamic properties accurately or does not rep-
resent the real structure. In the latter case, although the objective function may reduce to a 
value below the specified threshold, the updated model has no real meaning and the obtained 
parameters are, in effect, the compensation for the real model parameters. Therefore, the 
analyst should first know the type and location of the inaccuracy of the model that needs 
updating, based on the features of the measurement data and his or her knowledge of the 
model. Apparently this is closely associated with the modelling of the structure of interest.

The second issue is the number of updating parameters, which depends on the compu-
tational resource. For a small structure in terms of the size of system matrices, the updat-
ing parameters can be selected at the elemental level and each element may have single or 
multiple updating parameters. For a large civil structure such as a suspension bridge, the 
element number of the model is usually more than thousands. In that case, the calculation 
of eigensolutions and the associated eigen sensitivities is very time-consuming. Updating 
can then be carried out at the component level or substructure level only with the present 
computational ability. The substructuring-based model updating (Weng et al. 2011) can be 
a promising method and merits further development.

A set of updating parameters may include various types of structural parameters whose values 
may be in a broad range. However, different parameters have different sensitivities. Normalising 
the parameters can make the changes in these updating parameters at a similar level. Consequently 
a poor condition during the optimisation is avoided. For example, in the widely used element-
by-element model updating, the element bending rigidity is usually employed as the elemental 
stiffness parameter. Then, the element stiffness matrix is proportional to the parameter as

 K Ki i
e= α  (7.23)

where:
 K i   is the i th element stiffness matrix
 α i   is the element bending rigidity
 K e   has the identical form and size for the same element type, which is the function of 

geometry of the element

The global stiffness matrix is the assembly of all ne  elements as
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We assume the geometrical information of the element is accurate and only the bending 
rigidity contributes to the model inaccuracy and needs to be updated. Consequently, the 
global stiffness matrix of the updated structure can be similarly assembled as
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where the symbol ‘~’ stands for the corresponding quantities after updating.
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In this manner, the matrix properties and the structural connectivity are preserved after 
updating, as described previously. One can define a stiffness reduction factor as the actual 
updating parameter:

 
θ α α

αi
i i

i

= −�

 
(7.26)

Then, all the updating parameters have a value larger than −1 because the updated bend-
ing rigidity should be larger than zero.

7.7.3 Optimisation algorithm

The optimisation algorithm is the technique used to minimise the objective functions. 
According to the nature of the objective functions and constraints, optimisation meth-
ods can be classified as linear and nonlinear. Another classification is unconstrained 
and constrained optimisation problems. Constraints can be classified as equal and 
unequal.

As there are quite a few different methods in solving general optimisation problems, we 
do not plan to introduce all of these but to focus on the model updating problem, which 
can be solved in a more efficient way by utilising its characteristics. The problem of inter-
est in Equation 7.20 is actually a nonlinear least-squares problem, which is the sum of 
squares of error functions. To exemplify the algorithm, only eigenvalues are considered 
in Equation 7.20 with unit weights for all items. The equation is rewritten in a vector 
form as

 

J i i
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i

nm
E T E= ( ) −  = −{ } −{ }

=
∑ ll qq ll ll ll ll ll

2

1  

(7.27)

The minimum of J  is reached when the gradient is zero. By differentiating J  with respect 
to parameter θ  , one has

 

∂
∂

= −( ) =J T E

qq
ll ll2S 0

 
(7.28)

where S  is the sensitivity matrix of eigenvalues with respect to the parameters and is usually 
calculated using Nelson’s method (Nelson 1976). The eigenvalues can be approximated to 
the first-order Taylor series expansion with respect to the current point as

 
ll ll qq= + { }k k k

S ∆
 

(7.29)

where superscript k  denotes the quantity in the k th iteration. For brevity, superscript k  on S  
is omitted hereinafter. Substituting Equation 7.29 into Equation 7.28 leads to

 
S S S ST k T E k T k∆ ∆qq ll ll ll{ } = −( ) = { }

 
(7.30)

where Δ λ   is the eigenvalue residual.
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At each iterate k , the eigenvalue residual can be calculated and then the parameter change 
can be solved. The aforementioned approach is called the Gauss–Newton method.  In practice, 
the updated function J  may not be lower than that in the previous iteration. A fraction of the 
increment τ  is employed such that {θ  }k+  1  = {θ  }k   +  τ {Δ θ  }k  . The search of such an optimal fraction 
is referred to as a linear search, which is very commonly used in optimisation. If the optimal 
fraction is close to zero, implying that the increment direction is not effective, the so-called 
Levenberg–Marquardt algorithm can be employed and the corresponding equation is revised as

 
S S I ST k T k+( ){ } = { }µ ∆ ∆qq ll

 
(7.31)

where: 
 μ  is known as the Marquardt parameter
 I  is usually an identity matrix

It is noted that the increment direction is identical to that of the Gauss–Newton method 
when μ   = 0 and the steepest descent direction when μ  tends to infinity (Nocedal and Wright 
1999). An additional benefit of the Levenberg–Marquardt algorithm is that including a 
matrix in the left-hand side of Equation 7.31 improves the matrix condition as the sensitivity 
matrix S  might be ill-conditioned.

It is noted that the original nonlinear least-squares problem (see Equation 7.27) has been 
transferred into a series of linear least-squares problems at each iteration. In practice, one 
would not solve Equations 7.30 and 7.31 using the inversion of the matrix directly, but via 
the Cholesky decomposition, QR decomposition, or singular value decomposition.

As mentioned previously, the updated parameters have physical meaning and are bounded, 
which makes the problem (see Equation 7.27) a constrained optimisation. The upper and 
lower bounds can then be set beforehand as

 l ub b≤ ≤θ  (7.32)

where:
 l b   is the lower bounds on parameter θ 
 u b   is the upper bounds on parameter θ 

If the parameter is normalised and θ  is defined as Equation 7.26 in damage detection, for 
example, the bounds can be set as −0.99  ≤   θ   ≤  0 in practice. The constrained optimisation 
can be solved with active set methods (Bjorck 1996). The active set methods divide the con-
straints into active and inactive sets. An active constraint refers to the parameter on the lower 
bound or upper bound, that is, the equality is satisfied, and an inactive constraint implies the 
parameter falls inside the bound, that is, the inequality is satisfied. Accordingly, the param-
eters are divided into fixed variables and free variables. The former will not change during 
the iteration and can be removed from the problem. Consequently, the problem is reduced 
with a set of free variables without constraints, which can be solved with the Gauss–Newton 
method or the Levenberg–Marquardt method. The main drawback of the active set methods 
is that the active and inactive sets need to be updated at each iteration by adding or dropping 
one constraint. The gradient projection method that allows the active set to change rapidly 
is more efficient. Readers may refer to the work by More and Toraldo (1989) on the topic.

Among many optimisation algorithms, the evolutionary algorithm, in particular, the 
genetic algorithm (GA), is worth mentioning as it has been used in a number of model 
updating and system identification exercises in structural engineering communities (Larson 
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and Zimmerman 1993; Mares and Surace 1996; Friswell et al. 1998; Perry et al. 2006; Hao 
and Xia 2002). The GA is based on the principle of the evolutionary theory, such as natural 
selection and evolution (Holland 1975). Compared with the traditional optimisation and 
search algorithms, the GA differs in several fundamental ways:

• It works with the coding of the decision variables, not the decision variables themselves.
• It searches from a population of points in the region of the whole solution space rather 

than a single point, and therefore it is a global optimisation method.
• It has the advantage of easy implementation because only an objective function is 

required and derivatives or other auxiliary information are not necessary.
• It is based on probabilistic transition rules, not deterministic rules.

7.8 MULTI-SCALE MODEL UPDATING

In Chapter 6, the concept of multi-scale modelling of a civil structure was introduced and 
a multi-scale model of a transmission tower was established to capture both global perfor-
mance and local behaviour of the tower. The multi-scale model of the transmission tower was 
updated and validated through the comparison of both dynamic characteristics and static 
strains between the measurement and numerical computation. This section introduces the 
model updating method used for updating the multi-scale model of the transmission tower.

7.8.1  Objective functions and updating 
parameters for multi-scale FE model

Compared with the conventional FE model updating described in Section 7.7, the model updat-
ing of a multi-scale FE model requires the updating of both global and local models simultane-
ously. Accordingly, updating parameters shall be selected from both global and local models. 
For the multi-scale model of the transmission tower as described in Chapter 6, the global 
parameters of the structure required for updating refer to the elastic moduli of angle members, 
the densities of angle members and the lumped masses at the rigid joints. The local parameters 
refer to the elastic moduli of gusset plates and bolts and the densities of gusset plates and bolts 
of the selected local joint. Moreover, the selected updating parameters should be sensitive to 
the residuals. Accordingly, the structural responses used to calculate the residuals are classi-
fied as either global responses or local responses. For the concerned multi-scale model of the 
transmission tower, the dynamic characteristics (natural frequencies and mode shapes) and 
the static responses of displacement and strain from the global model are regarded as global 
responses, while the strain responses of the selected local joint are taken as local responses. The 
residuals between the experimental (test) and numerical quantities can be expressed as follows:
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where:

 Ri
displacement, Ri

strain, Ri
Frequency and Ri

MAC   are the i th residual of displacement, strain, fre-
quency and MAC, respectively

 ui
FE  and ui

test   are the i th displacement responses from FE 
analysis and test, respectively

 εi
FE  and εi

test   are the i th strain responses from FE analysis 
and test, respectively

 fi
FE

 and fi
test

  are the i th frequencies from FE analysis and 
test, respectively 

The i th MAC is calculated by the MAC of the i th modal shape from the test and FE analy-
sis. Since different types of responses have different units, it is important to ensure that its 
contribution to the objective function does not depend on the unit. The residuals expressed 
by Equation 7.33 are thus dimensionless and convenient for comparison.

The residuals shall be further classified as either global or local. For the concerned tower, 
the residuals of the strain responses from the local joint model constructed by solid elements 
are defined as local residuals, and other residuals are referred as global residuals. The local 
residuals include the strains of local angle members and gusset plates. The global residuals 
consist of frequency residuals, MAC residuals and displacement residuals. The strain residu-
als of angle members in the global model are also referred to as global residuals. This clas-
sification is made according to the results from sensitivity analysis, because the global and 
local strain residuals are sensitive to different updating parameters. The strain residuals of 
gusset plates of the local joint are sensitive to the elastic modulus of the gusset plate, while 
the strain residuals of angle members of the local joint are sensitive to the elastic modulus of 
the angle member only. The global and local objective functions are therefore constructed in 
terms of the global and local residuals, respectively, with the following expressions.
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where J  global  is the global objective function and J  local  is the local objective function.
There are four sub-objective functions { , , , }J J J JFrequency MAC displacement

global
strain  in the global 

objective function but only one sub-objective function Jlocal
strain  in the local objective function.

7.8.2 Multi-objective optimisation algorithm

The conventional FE model updating employs the optimisation of the single objective 
function, formed by the weighted summation of all sub-objective functions, which can be 
expressed as follows:
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J w J w J w J w Jsingle

Frequency MAC displacement
global
strai= + + +1 2 3 4

nn
local
strain+ w J5  (7.35)

where w 1 , w 2 , w 3 , w 4  and w 5  are the weighting factors corresponding to the objective func-
tions of frequency, MAC, displacement, global strain and local strain, respectively.

The FE model updating is to find the updated parameters through the minimisation of 
the objective function. However, the minimum value from the single objective optimisation 
varies with the selection of weighting factors. It is difficult to select the optimal weight-
ing factors to obtain the preferred FE model. The trial-and-error approach, using varying 
weighting factors is often used to determine the weighting factors, but it has low efficiency 
and cannot guarantee to find the preferred FE model. A multi-objective optimisation algo-
rithm was therefore developed to deal with the minimisation of a vector of objective func-
tions subject to a number of constraints or bounds (Konak et al. 2006). A multi-objective 
optimisation problem (MOP) is formulated as follows:
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where:
 θ   is the vector of updating parameters
 θ  l   is the lower bounds of θ  
 θ  u   is the upper bounds of θ  

 J (θ  ) is a vector of objective functions such as J J J J JFrequency MAC displacement
global
strain

local
strain, , , ,{ } in 

the concerned transmission tower

It should be noted that the optimality of MOP is not obvious because a solution θ   that 
simultaneously minimises all sub-objectives does not generally exist. Instead, the Pareto 
optimality (also called non-inferiority ) is used to characterise the objectives (Tomoiaga 
et al. 2013). The Pareto optimality is a solution in which it is impossible to make any 
one objective better off without making at least one objective worse off. Compared 
with single-objective optimisation, the multi-objective approach obtains all the alterna-
tive updated models in a single run. The most preferred FE model can be selected from 
the Pareto optimality with the help of the higher-level information. Here, the preferred 
FE model is selected by using the maximum residual of each Pareto optimal solution. 
The maximum of residuals is calculated for each Pareto solution by using the following 
expression:
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(7.37)

where θ  j   is the j th Pareto optimal solution. Then, the solution with the minimum Rj
max is 

selected as the preferred FE model with the updated parameters.
In this section, a non-dominated sorting genetic algorithm-II (NSGA-II) is employed for 

the implementation of multi-objective optimisation to find the Pareto optimal solution. The 
flowchart of NSGA-II is shown in Figure 7.1. The program of GAMULTIOBJ, which is a 
prewritten code in MATLAB for the implementation of the NSGA-II method (MATLAB 
2010), is employed herein. The GAMULTIOBJ uses a controlled elitist GA. An elitist GA 
always favours individuals with a better fitness value. A controlled elitist GA also favours 
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individuals that can help increase the diversity of the population even if they have a lower 
fitness value. It is important to maintain the diversity of the population for convergence to 
the Pareto optimal front. The fast non-dominated sorting is carried out on the combined 
population to obtain the candidate solutions as the Pareto optimal font. Then, a crowding 
distance assignment is carried out based on the objective function values to maintain the 
diversity of new solutions by distributing the solutions evenly on the Pareto optimal front. 
The process is iteratively carried out every time until a given stopping criteria is met.

7.8.3 Kriging meta-model for multi-objective optimisation

From the flowchart of NSGA-II, it can be seen that the objective functions are calculated 
for every iteration process. Therefore, a multi-scale analysis of the structure is required to 

Yes

Start

Initialise population P(t)

GA operation and generate new population Q(t)
(Selection, crossover, mutation)

Stopping criteria

End

No

Non-dominated sorting

Calculate the objectives

Population combination P(t)UQ(t)

Non-dominated sorting
(crowding distance and elitist strategy)

Extract new population P(t+1)

Calculate the objectives

Figure 7.1   Flowchart of NSGA-II.
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be carried out for each iteration process, which needs huge computation time. To reduce 
the computation effort of the model updating, the Kriging meta-model was built (Simpson 
1998) and used to replace the multi-scale analysis in the iterative optimisation process. 
In the Kriging meta-modelling, the unknown functions are the residuals of displacements, 
strains, natural frequencies and MAC. The variables are updating parameters, such as 
elastic modulus and density.

The selection of sample points in the implementation of the Kriging method is impor-
tant, and it was decided to extract as much information as possible about the structural 
responses at hand with as few functional evaluations as possible in the design of experi-
ment (DOE). There are a few schemes proposed in the literature, such as a central com-
posite design and a Latin hypercube design. The central composite design has limited 
applications, because it needs too many design points as the number of design variables 
becomes large. The Latin hypercube design scheme is more suitable for the Kriging meta-
modelling and is applicable to the DOE with a large number of design variables (Wang 
et al. 2014). Thus, the Latin hypercube design is employed in the Kriging meta-modelling 
herein.

Before using the Kriging meta-model in the multi-scale FE model updating, it is required 
to verify whether the meta-model has enough accuracy or not. The meta-model perfor-
mance in prediction at untried points is evaluated using the criteria in terms of mean square 
error (MSE) and R 2 :
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where: 

ŷi and yi    are the i th prediction values from the Kriging meta-model and actual func-
tion values, respectively

 y  is the mean of all true values
 NC   is the total number of the check points 

While MSE represents the departure of the meta-model from the actual simulation model, 
the variance captures how irregular the problem is. The larger the value of R 2  the more 
accurate the Kriging meta-model.

7.8.4  Implementation procedure of multi-
scale model updating method

The multi-scale model updating method discussed in Sections 7.8.1 through 7.8.3 actually 
consists of two main processes. The first involves the Kriging meta-modelling of the residu-
als to replace the multi-scale analysis, and the second is an optimisation process, which is 
carried out using the NSGA-II. The flowchart of the multi-scale model updating based on 
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the NSGA-II and the Kriging meta-model is shown in Figure 7.2. The multi-scale model 
updating procedures are listed as follows:

 1. Latin hypercube design is applied to obtain the sample points.
 2. The residuals are calculated by using the results from multi-scale analysis.
 3. The Kriging meta-models of the residuals are constructed by determining the regres-

sion and correlation models together with their parameters.
 4. The performance of the Kriging meta-model is assessed in terms of MSE and R 2  of the 

predicted values. If the performance of the Kriging meta-model is not good enough, go 
back to step 3 to renew the Kriging meta-model.

 5. NSGA-II is then used to solve the multi-objective optimisation based on the Kriging 
meta-models, from which the Pareto optimal solutions are obtained.

 6. The final solution is chosen from a set of Pareto optimal solutions as the optimal 
solution  that corresponds to the Pareto solution with the minimum defined by 
Equation 7.37.

Kriging meta-modelling

NSGA-II

Latin hypercube design

Calculate residuals by using results from
multi-scale analysis

Construct Kriging meta-models

Verify the meta-model

Multi-objective optimisation using NSGA-II
based on Kriging meta-model

Select the preferred solution from the Pareto
optimal front

Check convergence of
the obtained point

End

Yes

No

Yes

No

Add Pareto optimal 
points into sample points

Figure 7.2   Flowchart of multi-scale model updating based on the NSGA-II and the Kriging meta-model.
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 7. Convergence shall be checked for the obtained optimal solution. If there is no improve-
ment in minimising the maximum residual after several iteration, stop the iteration 
and output the solution. Otherwise, the Pareto optimal points are added into the ini-
tial sample points and go to step 2 to build a new Kriging meta-model for the next 
optimisation.

7.9  MULTI-SCALE MODEL UPDATING RESULTS 
OF A TRANSMISSION TOWER

Detailed information on the multi-scale modelling of the transmission tower can be found in 
Chapter 6. Both static and dynamic tests were performed to provide test data for multi-scale 
model updating of the transmission tower. The details of the tests and testing results can be 
found in Chapter 6 as well. The multi-scale model updating method described in Section 7.8 
is now applied to this transmission tower structure. The updating parameters, objective func-
tions and multi-objective optimisation are first discussed. The multi-scale model updating is 
then performed to find the updated parameters for the transmission tower structure. Finally, 
the comparison between the Kriging method and the quadratic polynomial response surface 
(QPRS) method is performed to assess their performance in the multi-objective optimisation.

7.9.1 Multi-objective optimisation model for model updating

Based on the test types and results of the transmission tower, the multi-objective optimisa-
tion model was established for multi-scale model updating, which consists of objective func-
tions, constraints and updating parameters. Firstly, the residuals of displacements, strains, 
natural frequencies and MACs are calculated using Equation 7.33. In this study, there are a 
total of 31 residuals used in the model updating of the transmission tower. The three objec-
tive functions are defined by these residuals as follows:
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where:
 J 1 (x ) and J 2 (x ) are the global objective functions
 J 3 (x )  is the local objective function
 θ    is the vector of updating parameters

The strain residuals are divided into the global residuals R R1 6
strain strain−  (S1, S2, S3, S4, S8 

and S9) and the local residuals R R7 10
strain strain−  (S13–S20). The strain gauges (S13–S20) are all 

installed on the local joint.
The selection of effective updating parameters is a crucial step in model updating. Since the 

multi-scale FE model of the transmission tower structure has many elements, it is impractical 
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to associate one updating parameter with each element. Here, one model parameter is used 
for all the angle members with the same thickness. The sensitivities are then used for the 
selection of parameters, in which parameters with lower sensitivity are eliminated. Here, a 
total of 13 updating parameters are selected and listed in Table 7.1. The selected updating 
parameters refer to seven elastic moduli, four densities and two lumped masses as follows:
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where:
 θ i     is the i th updating parameter

 e i   and ei
0  are the i th elastic moduli of updated and initial multi-scale model, 

respectively

 ρ i   and ρi
0  are the i th densities of updated and initial multi-scale model, respectively

 M i   and Mi
0  are the i th lumped masses of updated and initial multi-scale model, respectively

Moreover, constraints are required for the updating parameters according to physical 
significance. The constraint of the selected updating parameters is expressed as

 0 8 1 2 1 13. . ,...,≤ ≤ =θi i  (7.42)

Table 7.1   Selected updating parameters

Number Description of the parameter Type 

1 The equivalent modulus of elasticity of angle members with 
thickness of 0.4 mm

Global parameter

2 The equivalent modulus of elasticity of angle members with 
thickness of 0.5 mm

Global parameter

3 The equivalent modulus of elasticity of angle members with 
thickness of 0.8 mm

Global parameter

4 The equivalent modulus of elasticity of angle members with 
thickness of 1.0 mm

Global parameter

5 The equivalent modulus of elasticity of angle members with 
thickness of 1.2 mm

Global parameter

6 The equivalent modulus of elasticity of gusset plates Local parameter
7 The equivalent modulus of elasticity of angle members at the joint Local parameter
8 The equivalent mass density of angle members with thickness of 

0.4 mm
Global parameter

9 The equivalent mass density of angle members with thickness of 
0.5 mm

Global parameter

10 The equivalent mass density of angle members with thickness of 
0.8 mm

Global parameter

11 The equivalent mass density of angle members with thickness of 
1.0 mm

Global parameter

12 The equivalent lumped mass of the cross arm of the tower Global parameter
13 The equivalent lumped mass of the tower body Global parameter
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With the defined objective functions, selected updating parameters and their varying 
ranges, the multi-scale model updating can be performed according to the implementation 
procedure given in Section 7.8. Firstly, the Kriging meta-model is built for computing the 
residuals defined by Equation 7.33 using the Latin hypercube sampling. The performance 
of the Kriging meta-model is verified in terms of MSE and R 2  values defined by Equations 
7.38 and 7.39. The optimisation model is then constructed, and the multi-objective optimi-
sation is finally carried out to achieve the updated model of the transmission tower using the 
NSGA-II method. The parameters used in the NSGA-II method are listed in Table 7.2. The 
Pareto solution front is shown in Figure 7.3 with three objective functions. The preferred FE 
model is selected by the Pareto solution with the minimum R max (θ  j  ). The model updating is 
implemented until there is no improvement in minimising R max (θ  j  ).

7.9.2 Model updating results and discussions

In this section, the updated parameters of the transmission tower structure are first presented. 
The static responses and dynamic characteristics calculated by the initial and updated FE 
models are then compared with those from the tests to demonstrate the effectiveness of the 
proposed multi-scale model updating method.

There are a total of 13 updated parameters. The updated parameters corresponding to 
the most preferred multi-scaled FE model are listed in Table 7.3. It can be seen that the 
maximum change in all the updating parameters is the equivalent modulus of elasticity of 
the gusset plates. This is because the strain responses of the gusset plates predicted by the 
initial model have the largest error compared with the test results as shown in Table 7.6. 
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Figure 7.3   Pareto front with three objective functions.

Table 7.2   Parameters used in NSGA-II method

Parameters Values and operators Parameters Values and operators 

Population size 1000 Selection Tournament
Population type Double Probability of crossover 0.9
No. of generation 2000 Probability of mutation 0.1
Distance measure Distance-crowding Tolerance 10−6 
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Furthermore, there is only one updating parameter with a change of more than 10% among 
the seven updating parameters of elastic modulus, but there are four updating parameters 
with a change of more than 10% among the six updating parameters of mass (including den-
sities and lumped masses). This is because the masses of the gusset plates and bolts are about 
15.6% of the total mass of the transmission tower but it is difficult to accurately estimate the 
masses of the gusset plates and bolts.

Both the initial and updated multi-scale FE models of the transmission tower are used to 
calculate the strain and displacement responses of the tower under the concentrated load. 
The results from the initial and updated multi-scale model are then compared with those 
from the static tests. The comparison results of the displacement responses are listed in 
Table 7.4. It can be seen that the results obtained from the updated multi-scale model are 
closer to the test results compared with those from the initial model. The maximum errors 
from the initial and updated multi-scale models are 4.39% and 3.03%, respectively, com-
pared with the test results. The comparison results of the strain responses to the horizontal 
concentrated load of 60N are listed in Tables 7.5 and 7.6 for the main angle member of the 
tower leg and local joint, respectively. It can be seen that the strain results obtained from the 
updated multi-scale model are more accurate than those from the initial model, especially 
for the main angle members of the local joint which is modelled in a great detail using the 
solid elements in the multi-scale model of the tower. The locations of the strain gauges men-
tioned in Tables 7.4 through 7.6 can be found in Chapter 6 and will not be detailed herein 
to avoid redundant description. From the comparison of the static responses of displacement 
and strain, it can be concluded that the proposed multi-scale model updating method can 
improve not only the accuracy of the global static response but also the accuracy of the local 
static response of the multi-scale FE model of the tower.

Table 7.4   Comparison of static displacement responses (mm)

Gauge number Test result Initial model Error (%) Updated model Error (%) 

D1 1.378 1.384 0.44 1.37 −0.58
D2 1.377 1.38 0.20 1.367 −0.75
D3 0.367 0.383 4.39 0.378 3.03

Table 7.3   Updated parameters

Number Initial values Updated values 

1 1.00 0.96
2 1.00 1.05
3 1.00 1.01
4 1.00 0.95
5 1.00 0.96
6 1.00 1.17
7 1.00 0.97
8 1.00 0.90
9 1.00 1.14
10 1.00 0.91
11 1.00 1.12
12 1.00 1.16
13 1.00 0.85
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The modal analysis is carried out using the initial and updated multi-scale models of the 
transmission tower. The natural frequencies are obtained and compared with the test results 
listed in Table 7.7. It can be seen that the maximum errors using the updated multi-scale 
model occurs at the sixth natural frequency with a relative error of 5.41%. The maximum 
error of the frequencies of the initial model is 6.98% for the third mode of vibration.

According to Equation 7.21, the MAC values can be calculated and the results are listed 
in Table 7.8 for the comparison of the initial and updated multi-scale models. It can be seen 
that the accuracy of the eighth and ninth modes of the updated model are better than that 
of the initial model and that the other modes of the two multi-scale models have almost 
the same accuracy. The minimum MAC of the initial model is 0.8652 corresponding to the 
eighth mode of vibration, while the minimum MAC of the updated model is 0.9075 corre-
sponding to the ninth mode of vibration.

Table 7.6  Comparison of static strain responses of the local joint (10−6 )

Gauge number Measured strain Initial model Error (%) Updated model Error (%) 

S13 34.10 36.47 6.95 34.60 1.47
S14 12.27 11.87 3.26 11.67 4.89
S15, S16, S17 21.90 28.55 30.37 24.04 9.77
S18, S19, S20 8.20 9.82 19.76 8.76 6.83

Table 7.5   Comparison of static strain responses of main angle members of tower leg (10−6 )

Gauge number Measured strain Initial model Error (%) Updated model Error (%) 

S1 21.59 22.89 6.02 22.34 3.47
S2 26.55 26.28 1.02 25.73 3.09
S3 26.93 26.23 2.60 25.68 4.64
S4 22.52 22.88 1.60 22.33 0.84
S8 −21.09 −22.86 8.39 −22.31 5.78
S9 −25.41 −26.25 3.31 −25.71 1.18

Table 7.7  Comparison of natural frequencies (Hz)

Mode number Measured frequency Initial model Error (%) Updated model Error (%) 

1 16.56 16.91 2.11 16.38 1.09
2 16.81 16.97 0.95 16.44 2.20
3 22.50 24.07 6.98 23.49 4.40
4 44.36 45.96 3.61 44.4 0.09
5 44.50 45.98 3.33 44.63 0.29
6 50.44 53.82 6.70 53.17 5.41
7 52.30 54.5 4.21 53.62 2.52
8 59.83 59.41 0.70 57.58 3.76
9 60.56 59.5 1.75 57.75 4.64

Table 7.8  MAC of modal shapes

Mode number 1 2 3 4 5 6 7 8 9 

Initial model 0.9939 0.9958 0.9938 0.9224 0.9749 0.9887 0.9734 0.8652 0.8984
Updated model 0.9940 0.9958 0.9935 0.9377 0.9664 0.9897 0.9719 0.9104 0.9075
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7.9.3 Comparison of Kriging method with QPSR method

A comparison between the Kriging method and the QPRS method is carried out in this sec-
tion to assess their performance in the multi-objective optimisation.

For the sake of clear discussion, only one parameter, θ 5 , is selected as a variable while 
other parameters remain unchanged. Both the Kriging meta-model and the QPRS are con-
structed. The construction of the two models uses the same four sample (design) points as 
shown Figure 7.4. The predictions of the four types of residuals from the two models are 
also shown in Figure 7.4. It can be seen that predictions of the residuals from both models 
agree well with the true values from the FE analysis for weaker nonlinear residuals, such as 
the residuals of displacement, strain and frequency. However, the QPRS fails to give a sat-
isfactory prediction to the MAC of modal shape, of which the residual is highly nonlinear, 
while the Kriging model can still achieve a good prediction of the MAC. The values of R 2  of 
both the Kriging and QPRS methods are calculated. The ranges of R 2  are [0.9869, 1.0000] 
and [0.8121, 1.0000] for the Kriging method and QPRS method, respectively. The mini-
mum value of R 2  occurs at the residual of the fourth MAC for both the Kriging method and 
QPRS method, with 0.9869 from the Kriging method and 0.8121 from the QPRS method. 
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Figure 7.4   Comparison of QPRS and Kriging methods: (a) residual of displacement D1, (b) residual of strain 
S1, (c) residual of first natural frequency and (d) residual of MAC of fourth-order mode.
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The value from the Kriging method is higher than that from the QPRS method, which 
means that the Kriging method is more accurate than the QPRS method for the present 
example.

NOTATION

a 1 , a 2  The proportional coefficients in Rayleigh damping 
e i  , ei

0  The i th elastic moduli of updated and initial multi-
scale model, respectively

E  The matrix defining the location of excitations
f (t ) External excitation vector
f i  , ϕ ji   The i th natural frequency and associated mode shape 

at the j th point, respectively
fi

FE , fi
test  The i th frequencies from FE analysis and test, 

respectively
h jk   The response displacement at coordinate j  due to a har-

monic excitation force at coordinate k  with frequency 
of ω 

H (ω  ) Frequency response function (FRF) matrix
I  Identity matrix
J  global , J  local  The global and local objective function, respectively
l b  , u b   Lower and upper bounds on parameter θ , respectively
M , C , K  Mass, damping and stiffness matrices of the structure, 

respectively
MAC Modal assurance criterion
MSE Mean square error
MSF Modal scale factor
NC  The total number of the check points
nm, np The number of modes and number of measurement 

points, respectively
q  The vector of modal coordinates
Ri

displacement, Ri
strain, Ri

Frequency, Ri
MAC The i th residual of displacement, strain, frequency and 

MAC, respectively
S  Sensitivity matrix of eigenvalues with respect to the 

parameters
ui

FE , ui
test  The i th displacement responses from FE analysis and 

test, respectively
w 1 , w 2 , w 3 , w 4 , w 5  The weighting factors corresponding to the objective 

functions of frequency, MAC, displacement, global 
strain and local strain, respectively

W f  , W ϕ   Weight coefficients of the frequency and mode shape, 
respectively

x, x� , ��x  The displacement, velocity and acceleration response 
vectors, respectively

X  Time-independent amplitudes of structural responses
α i   Element bending rigidity
εi

FE, εi
test The i th strain responses from FE analysis and test, 

respectively
Λ   Diagonal matrix consisting of the eigenvalues
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λ i   The i th eigenvalue
μ  The Marquardt parameter
ξ   Modal damping coefficient matrix
ξ r   The r th modal damping ratio
ρ i  , ρi

0  The i th densities of updated and initial multi-scale 
model, respectively

ω   The vibration circular frequency
ω  o  Modal frequency matrix
Φ   The mass-normalised displacement mode shapes
Θ   Vector of the structural parameters to be updated
ŷi , yi  The i th prediction values from the Kriging meta-model 

and actual function values, respectively
y  The mean of all true values
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Chapter 8

Multi-type sensor placement

8.1 PREVIEW

As mentioned in Chapter 3, a variety of physical quantities are required to be measured in a 
smart civil structure, and accordingly many types of sensors are required to be installed in 
the structure. However, owing to the economic cost associated with sensing systems and the 
considerable size of a civil structure, sensors are often installed only at a few locations that 
are much less than the total degrees of freedom (DOFs) of the structure. Therefore, the opti-
mal sensor placement (OSP) becomes a practical and interesting topic, and many methods 
have been proposed using a variety of techniques and criteria to find the OSP. On the other 
hand, the lack of information on the responses of a structure at its key locations, including 
the locations without sensors and the desired locations but not accessible for measurements 
during its operation, may subsequently hamper the accuracy of system identification and 
model updating, the reliability of damage detection and the effectiveness of structural con-
trol. Accurate response reconstruction at all key structural locations using limited measured 
responses becomes essential.

This chapter first reviews the traditional OSP methods. A dual-type sensor placement 
method, in which both strain gauges and displacement transducers are used, is then pre-
sented with the aim of the best reconstruction of multi-scale structural responses without 
knowing external excitations. Experimental work is also carried out to validate the pro-
posed method. The dual-type sensor placement method is further extended by means of 
the Kalman filter algorithm to multi-type sensors, including accelerometers, displacement 
transducers and strain gauges, leading to a multi-type sensor placement method with the 
aim of the best reconstruction of multi-scale structural responses. The multi-type sensor 
placement and multi-scale response reconstruction method is finally applied to the test bed 
of a long-span suspension bridge to examine its feasibility and effectiveness.

8.2 REVIEW OF SENSOR PLACEMENT METHODS

As described in Chapter 3, sensors are primarily used to monitor three types of parameters: 
loading sources such as wind, seismic, highway and railway loading; structural responses 
such as strain, displacement, inclination and acceleration; and environmental effects 
including temperature, humidity and corrosion. The corresponding sensing systems thus 
become increasingly complex in order to provide comprehensive and accurate information 
for fulfilling smart functions such as structural health monitoring (SHM) and structural 
vibration control. An optimal configuration of the sensing system can minimise the num-
ber of sensors, increase the accuracy of information and provide robustness to the system. 
Consequently, a great deal of research has been conducted over the last few decades on the 
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OSP for either system identification and model updating or structural damage detection or 
structural vibration control.

To provide the maximum information on structural characteristics, a class of informa-
tion-based approaches has been proposed by researchers (e.g. Shah and Udwadia 1978; 
Kammer 1991, 1992, 1994, 1996; Unwadia 1994; Kirkegaard and Brincker 1994; Penny 
et al. 1994; Imamovic 1998; Yuen et al. 2001; Cherng 2003; Kammer and Tinker 2004; 
Meo and Zumpano 2005; Castro-Triguero et  al. 2013; Wang et  al. 2013; Friswell and 
Castro-Triguero 2015). In these methods, optimal sensor locations are so selected that they 
maximise some norm (determinant or trace) of the Fisher information matrix (FIM) or 
its variants for the purpose of the best identification of structural characteristics, such as 
natural frequencies, mode shapes and damping ratios. For example, based on the contribu-
tion of each sensor location to the linear independence of the identified modes of vibra-
tion, Kammer (1991) proposed a method, referred to as the effective independence (EfI) 
method, to optimise the locations of sensors for the purpose of on-orbit modal identification 
and model updating, as discussed in Chapter 7. With the consideration of noise effect, this 
method was then extended by Kammer (1992) so that the optimal configuration of sensors 
could be determined to maintain a desired level of signal-to-noise ratio over all the target 
modes of vibration. Kammer and Tinker (2004) further proposed an EfI-based approach for 
the optimal placement of triaxial accelerometers. Since uncertainties inevitably exist, Beck 
and Katafygiotis (1998) proposed a Bayesian statistical framework for OSP to handle the 
uncertainties in structural model updating. Moreover, Papadimitriou et al. (2000) devel-
oped a method to evaluate the uncertainties of model updating by minimising the informa-
tion entropy (IE) over the set of possible sensor configurations. Later, Papadimitriou (2004, 
2005) extended the IE-based OSP method for structural parameter identification by using 
the forward sequential sensor placement (FSSP) and backward sequential sensor placement 
(BSSP) algorithm.

Besides the aforementioned information-based approaches for the OSP, other kinds of 
methods based on modal kinetic energy have been developed and used for the determination 
of the OSP for system identification and model updating (Salama et al.  1987; Chung and 
Moore 1993; Heo et al. 1997; Imamovic 1998; Meo and Zumpano 2005; Liu et al. 2008; 
Debnath et al. 2012; Castro-Triguero et al. 2013). The inherent mathematical connection 
between the EfI and the kinetic energy methods was revealed by Li et al. (2007). Moreover, 
with the recent development of intelligent optimisation algorithms, intelligent OSP methods 
have emerged such as genetic algorithms (GAs) (Yao et al. 1993; Tongpadungrod et al. 2003; 
Liu et al. 2008) and particle swarm optimisation (PSO) algorithms (Rao and Anandakumar 
2007; He et al. 2014; Zhang et al. 2014a). Many other sensor placement approaches for 
system identification and model updating can be found in the literature, and an excellent 
review was provided by Barthorpe and Worden (2009).

In the context of structural damage detection, the basic principle of the OSP is that 
the sensors should be placed appropriately so as to effectively capture the variations 
in structural characteristics caused by structural damages. By using different criteria 
or objective functions, a number of approaches have been developed for the OSP and 
most methods utilise the information obtained from the frequency domain. For example, 
the mode shapes or natural frequencies of a structure are one of the most widely used 
variables in the objective functions (Cobb and Liebst 1997; Shi et al. 2000; Kwon et al. 
2003; Guo et al. 2004; D’Souza and Epureanu 2008; Shan et al. 2011). Other commonly 
used variables include modal assurance criterion (Worden and Burrows 2001; Yi et al. 
2011), transfer function (Beal et al. 2008; Brehm et al. 2013) and kinetic energy matrix 
(Hemez and Farhat 1994; He et al. 2013). Several intelligent algorithms, such as generic 
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algorithms (Said and Staszewski 2000; Ma et al. 2008), particular swarm optimisation 
algorithms (Abdalla and Al-Khawaldeh 2011) and monkey algorithms (Yi et al. 2012a,b, 
2014; Jia et al. 2015), have also been employed for the OSP using the aforementioned 
modal properties. Although the investigation of the OSP using modal parameters has 
been actively conducted, research on the OSP by directly using the time histories of struc-
tural responses is very limited. In the following sections, a response reconstruction-based 
approach for sensor placement will be presented aiming at the best reconstruction of a 
time series of multi-scale structural responses. Based on the determined locations of the 
sensors and the reconstructed responses obtained from the limited sensors, a multi-scale 
damage detection method has been developed and will be described in detail in Chapter 
12.

It is known that if a structural system is fully observable, available measurements may 
be sufficient to estimate all state variables by means of an observer technique (Cheng et al. 
2008). Consequently, for optimal control algorithms requiring full-state feedback, enough 
sensors must be employed to meet the observability requirement, and this could be consid-
ered a basic criterion for the determination of the OSP for a control system. Cheng et al. 
(2008) presented a trial-and-error procedure for the OSP in an n -story shear building with 
r  active tendons to meet the observability requirement. A detailed description of observ-
ability including its definition and properties can be found in Chapter 9. The investigation 
of the OSP for a control system has been actively conducted in the field of mechanical and 
aerospace engineering, primarily considering the meticulous requirement of control effec-
tiveness and the wide application of smart materials such as piezoelectric lead-zirconate-
titanate (PZT) that is able to act as actuator and sensor simultaneously (Gupta et al. 2010). 
However, in civil engineering, on the one hand, research on the OSP for the improvement 
of control effectiveness is limited, and on the other hand, the investigation of the OSP for a 
control system is basically conducted together with the optimal placement of control devices. 
An introduction to the collective placements of control devices and sensors, and a response 
reconstruction-based method for the optimal joint placement of both control devices and 
sensors will be given in Chapter 11.

Although great efforts have been devoted to the OSP, less research has focused on the 
design of a sensing system with multiple types of sensors. With the fast advance of sensing 
technology in the past few decades, the sensing system has become more complex in terms 
of the number and type of sensors. Although multi-types of sensors can provide more com-
prehensive information, their distinct properties and limitations considerably complicate 
the design procedure of such sensing systems. In the following sections, a dual-type sensor 
placement method and a multi-type sensor placement method will be presented with the 
aim of minimising the errors of the time histories of reconstructed multi-scale structural 
responses.

8.3 DUAL-TYPE SENSOR PLACEMENT METHOD

This section presents an integrated method for determining the placement of a sensing sys-
tem composed of both strain gauges and displacement transducers and at the same time for 
reconstructing structural responses at all key locations of the structure using the limited 
measured strain and displacement responses (Zhang et al. 2011). The locations of strain 
gauges and displacement transducers are so selected that the structural responses at all 
key locations can be best reconstructed from the limited measured strain and displacement 
responses with minimum estimation errors.
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8.3.1 Strain–displacement relationship

It is noteworthy that the normal strain in the i th element can be expressed as

 εi i i i= E T S dc  (8.1)

where:
subscript c  indicates that the vector corresponds to the complete set of DOFs

 d c   is the displacement vector that includes all translational and rotational DOFs of a 
structure

 S i   is a selection matrix that selects the displacements related to the i th element and 
the number of selected DOFs is dependent on the element type

 T i   is a transformation matrix that transforms the element nodal displacements in the 
global coordinate to those in the local coordinate

 E i   is a matrix representing the relationship between the node displacements of the 
element and the strains in the element

 ε i   is the normal strain at a location in the i th element

In considering the strains at all the locations of interest in a structure, a strain vector can 
be obtained as

 eec cFd= =( , , , , )ε ε ε1 … …i n
T

ε  (8.2)

where:
 F  is the transformation matrix between the displacement vector and the 

strain vector, that is, F E T S E T S E T S= (( ) ,( ) , ,( ) )1 1 1 2 2 2
T T

n n n
T T… ε ε ε

 subscript n ε   denotes the number of strains of interest

In practice, reduced-order mode superposition analysis is widely adopted to calculate the 
dynamic response of a linear system with a large number of DOFs. A modal expansion of 
the displacement vector yields

 d qc c≈ =
=

∑ϕr

r

k

rq
1

FF  (8.3)

where:
 Φ  c   is the displacement modal matrix consisting of the mass-normalised displacement 

mode shapes ϕr that can be obtained through the modal analysis of the finite ele-
ment (FE) model of the structure

 q  is the modal coordinates

The number of mode shapes k  considered is usually much less than the total number of 
DOFs for a large-scale structure. In general, Φ  c   should include all important mode shapes 
excited by external loads, and the value of k  should be determined in consideration of the 
modal contribution factors, the frequency bandwidth of excitations and the sampling rate 
of data acquisition. Substituting Equation 8.3 into Equation 8.2, the strain vector can be 
expressed with the modal coordinates:

 ee YYc cq= =
=

∑ψr

r

k

rq
1

 (8.4)
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 ψ ϕr r= =F Fc c,YY FF  (8.5)

where:
 vector ψ r   is the strain mode shape corresponding to the displacement mode shape φ r  
 Ψ  c    is the strain modal matrix

The transformation matrices E , T  and S  are all dependent on the element type, as differ-
ent types of elements have different numbers of nodes, local coordinate systems and shapes 
functions. An example is presented for the two-dimensional, prismatic and symmetric beam 
element which will be employed later in the case study. The planar beam is a 6-DOF ele-
ment, and its normal strain can be divided into deformations due to the axial force, ε  x  , and 
bending moment, ε b  , respectively. The displacement–strain relationship for the planar beam 
element can be obtained as follows (Ottosen and Petersson 1992):
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where:
d e      is the nodal displacement vector corresponding to 6 DOFs of the beam 

element
 x  and y   denote the location in the element coordinate where the strain is calculated
 u  and v    are the shape functions which can be expressed by the functions H u  (x ) and 

H v  (x ) as shown in Equations 8.7 and 8.8, respectively

Matrix G  is given in Equation 8.9

 H x xu( ) = [ ]1 0 0 0 0  (8.7)

 H x x x xv( ) =  0 1 0 2 3  (8.8)
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where l  is the length of the beam element. As mentioned before, the actual normal strain is 
the superposition of two components, that is, ε  =  ε x     +  ε b  , and thus the strain–displacement 
relationship matrix for the planar beam element reads

 E G= ′ − ′′[ ]H x yH xu v( ) ( )  (8.10)

The strain–displacement relationships for other element types can be derived in a similar 
way, for example three-dimensional beam element or plate element, although they may be 
more complex.
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8.3.2 Theoretical formulations

Assume that the response vector y  includes the displacements and strains at the locations of 
interest of a structure, that is, y d= [ ]ε T

. For a linear structural system, the response can 
be expressed as a linear combination of a small subset of mode shapes (Ewins 2000):

 y
d

q q=








=








=
ee YY

FF
GG  (8.11)

where:
 q  is the vector of modal coordinates
 Γ   is the general modal matrix which includes both strain mode shapes Ψ   and dis-

placement mode shapes Φ  

As mentioned before, it is not necessary to include all mode shapes for predicting the 
structural responses of a large-scale structure and only a subset of k  mode shapes corre-
sponding to low frequencies is needed. The dimension of the response vector y , denoted as 
n , represents the total number of candidate positions, whereas the dimensions of vectors ε   
and d , denoted as n ε   and n d , represent the number of candidate locations for strain gauges 
and displacement transducers, respectively. Therefore, the sizes of the matrices Γ  , Ψ   and Φ   
are n  ×  k , n ε  × k  and n d  ×   k , respectively. Note that n  is much less than the total number of 
DOFs as only displacements and strains of interest are considered here. Thus, Ψ   and Φ   are 
only sub-matrices of the aforementioned modal matrices Ψ  c   and Φ  c  .

Assume that the total n m   locations are chosen for the placement of strain gauges and dis-
placement transducers. n n nm m m

d= +ε , where subscript m  denotes the measurement and nm
ε  

and nm
d  denote the number of strain gauges and displacement transducers, respectively. From 

Equation 8.11, the measured responses can be expressed as

 y q w q wm
m

m
m=









+ = +
YY
FF

GG  (8.12)

where:
Γ  m  , Ψ  m   and Φ  m   are the partitioned model matrices corresponding to the positions with 

sensors
 w  represents the noise vector in the measurement

Since Γ  m   contains the strain mode shapes, it is no longer orthogonal to stiffness and the 
mass matrix. Therefore, the modal coordinates could not be solved via modal orthogonal-
ity properties. A similar approach to the system equivalent reduction–expansion process 
method (O’Callahan et al. 1989) is adopted here to estimate the response vector y :

 y ye m m= +GG GG  (8.13)

where:
subscript e  denotes the estimation
GGm

+   denotes the pseudo-inverse of the matrix Γ  m   and it can be calculated by GG GG GG GGm m m m
T+ −= ( )T 1  

provided that Γ  m   is of full column rank
It is worth noting that Equation 8.13 provides a promising way for estimating the struc-

tural responses on the basis of limited measurements even without knowledge of the external 
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excitations. However, directly using Equation 8.13 is not practical especially for large-scale 
structures, because the strain responses and the displacement responses have different orders 
of magnitude resulting in the matrix Γ  m   being ill-conditioned.

The approach proposed by Kammer (1991, 1992) is extended herein for the sensor 
placement of both displacement transducers and strain gauges. According to Equations 
8.11 through 8.13, the error between the estimated response and the real response can be 
obtained as follows:

 dd GG GGGG GG GGGG= − = + − =+ +y y q w q we m m  (8.14)

Subsequently, the covariance matrix of the estimation error can be calculated as

 DD dddd GGGG GG GG GGGG GG GG= = =+ + + +E E ET
m

T
m

T T
m

T
m

T T( ) [ ( )ww ( ) ] ww ( )  (8.15)

where:
 E (· )  is the expected value operator
 E (ww T ) is the covariance matrix of the measurement noise

The measurement noise is often assumed as a zero-mean stationary Gaussian noise. It is 
assumed that the sensor noise is uncorrelated with each other, and each type of sensors is of 
equal variance, and this yields (Unwadia and Garba 1985):

 E T

d
m( )ww

I

I
=









 =

σ
σ

ε
2

2
2SS  (8.16)

where:

 σε
2 and σd

2  are the strain gauges noise variance and the displacement transducers 
noise variance, respectively

 I  denotes the identity matrix
 subscript m  indicates that the dimension of the matrix Σ  m   is equal to the total number 

of measurement locations
 matrix Σ   is a diagonal matrix that reads

 SS =










σ
σ

εI

Id

 (8.17)

Therefore, Equation 8.15 can be rewritten as

 DD dddd GGGG SS GG GG GGGG SS GGGG SS= = =+ + + +E T
m m m

T T
m m m m

T( ) ( )(2 ( ) )  (8.18)

where Δ   is the covariance matrix of the estimation error, and each diagonal element 
represents the variance of the estimation error of the corresponding response (strain or 
displacement). Therefore, the maximum diagonal element denotes the maximum estimation 
error, while the trace of the matrix Δ   represents the sum of the estimation errors at all loca-
tions of interest. Consequently, the OSP can be done by minimising the maximum estima-
tion error, the total estimation error or both.

As mentioned before, however, the magnitudes of strain and displacement responses are 
of different orders, and as such their absolute estimation errors. The optimisation procedure 
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may considerably bias one type of sensors. In view of this, the relative estimation error, the 
ratio of the estimation error to the measurement noise, is used here:

 �dd

ee ee
ss

ss

SS dd=

−

−



















= −

e

ed d
ε

d

1  (8.19)

Similarly, the noise-normalised mode shape matrices are defined as YY YY� = ⋅1
σε

, FF FF� = ⋅1
σd

, 

�YY YYm m= ⋅1
σε

, �FF FFm
d

m= ⋅1
σ

. Thus

 � � �GG YY FF SS GG=   = −T 1  (8.20)

 � � �GG YY FF SS GGm m m

T

m m=   = −1  (8.21)

and the noise-normalised response vectors:

 � �y y q1= ⋅ =−åå GG  (8.22)

 � �y y q wm m m m m= ⋅ = +− −SS GG SS1 1  (8.23)

where ‘~’ denotes the noise-normalised vectors or matrices. Note that the matrices Σ  m   and 
Σ   have different dimensions despite their similar format. The estimation of the structural 
response can be computed by

 � � � �y ye m m=
+

GGGG  (8.24)

 y y ye m m m m= =+ +SS GG GG GG GG� � � � �  (8.25)

Note that the noise-normalised modal matrix �Γm has a much lower condition number and 
considerably improves the accuracy of the calculation especially for large-scale structures. 
The covariance matrix of the normalised estimation error vector can then be computed as
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m
T
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T= −( )  (8.26)

The diagonal elements of the matrix �DD represent the variances of the normalised esti-

mation error diag( )� � � � �DD =  σ σ σ1
2

2
2 2

n  and are of the same order of magnitude for 
displacement transducers and strain gauges. Therefore, such normalisation enables the 
simultaneous selection of the optimal locations for displacement transducers and strain 
gauges. A weight matrix W  can be applied to account for the importance of different loca-
tions, or the different requirement on the normalised estimation error for strain gauges and 
displacement transducers.

 � � � � � � �DD DD DDw wdiag= =  W , ( ) W W Wn n1 1
2

2 2
2 2σ σ σ  (8.27)
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The maximum and average estimation errors at all locations can be computed by
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where tr (⋅ ) denotes the trace of the enclosed matrix. Here, the weight matrix is taken as an 
identity matrix, and the optimisation objective can be expressed as

 min min� � � � �σavg
2 1( ) ⇒ ( )( )











−
tr T

m
T

mGG GG GG GG  (8.29)

subject to

 � � � �σ σ σ σmax max ,2 2 2 2≤   ≤  avg avg  (8.30)

in which [ ]max�σ2  and [ ]�σavg
2  are the target normalised maximum and average estimation errors, 

respectively.
The maximum and average estimation errors will increase with the reduction in the num-

ber of sensors. The total number of strain gauges and displacement transducers can thus be 
determined to achieve the prescribed criterion for estimation errors, as shown in constraint 
functions. A simple iterative procedure is carried out, in which the candidate sensor posi-
tions are deleted one by one until the target error level is reached. In each step, one sensor 
location is removed which results in a minimal trace of the matrix ( )� � � �GG GG GG GGT

m
T

m( )−1. Once 
the sensor locations are identified, the response at other locations can be estimated using 
Equation 8.25.

8.3.3 Numerical example

A cantilever beam with a length of about 2.0 m and a cross section of 50.8  ×  50.8 mm is 
employed as a numerical example for optimal dual-type sensor placement (see Figure 8.1a). 
A random excitation is applied vertically at the end of the cantilever beam, which induces 
flexural vibration of the beam. The beam is divided into 20 elements. Twenty strains in 
the middle of each element and 20 vertical nodal displacements are taken as the candi-
date locations for strain gauges and displacements sensors. Here, the noise variances are 
assumed to be constant for each type of sensors, and they are independent of the magnitude 
of responses. The following four cases are studied and compared in the numerical exam-
ple: Case 1: σ ε     = 25  μ ε  and σ d     = 0.7 mm; Case 2: σ ε     = 25  μ ε  and σ d     = 0.1 mm; Case 3: only 
installing strain gauges and σ ε     = 25  μ ε ; Case 4: only installing displacement transducers and 
σ d     = 0.7 mm.

The first five mode shapes are considered in the numerical example, and the contribution 
of higher modes is assumed negligible. In the first two cases, the proposed optimal dual-type 
sensor placement method is adopted based on the constraints of �σmax .2 1 0≤  and �σavg

2 0 5≤ . . In 
the last two cases, only one type of sensors is installed on the beam, and their performance 
is compared with the counterpart-Case 1. The single-type sensor systems are placed using 
the conventional Kammer method.

Figure 8.1 shows the optimal sensor locations for all four cases. Figure 8.2 depicts the vari-
ation of the average and maximum normalised estimation error variance in the optimisation 
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procedure, that is, �σavg
2  and �σmax

2 . The sensor location which contributes most to minimise 
the trace of the error variance matrix DD�  is removed from the candidate locations in each 
step. Both �σmax

2  and �σavg
2  increase with the decrease of the sensor number. Therefore, the final 

sensor number is determined when the aforementioned criteria are reached.
The responses at the remaining locations are then estimated using the sensor measure-

ments contaminated by noise. Taking node 18 and element 3 as an example, Figure 8.3 
illustrates the comparison of the time histories of their estimated responses and the real 
responses. As illustrated in Figure 8.3, both the estimated displacement and strain can match 
the real response fairly well. Figure 8.4 presents a comparison between the theoretical and 
actual estimation errors for strains in 20 elements and vertical displacements at 20 nodes, all 
normalised by sensor noise variances. Here, the theoretical estimation error variances refer to 
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the diagonal elements of error variance matrix DD� , while the actual estimation errors are com-
puted based on the difference between the normalised estimated response and the normalised 
real response. It can be seen that the theoretical values derived using the presented approach 
can well predict the actual errors in this numerical example. The slight discrepancy that can 
be observed is caused by truncated higher mode shapes in the theoretical formulation.

Case 2 is presented to demonstrate the effect of measurement noise upon the place-
ment of a dual-type sensor system. The selected sensor locations are plotted in Figure 8.1c. 
Essentially, the noise covariance matrix serves as a weighting matrix of mode shapes during 
normalisation, and hence the decrease in the displacement sensor noise actually amplifies its 
weighting factor relative to that for strain gauges. As a result, more displacement transduc-
ers are selected in Case 2 than in Case 1.

Cases 3 and 4 present examples of a single-type sensor system with the noise levels consis-
tent with those specified in Case 1. Figure 8.1d and e demonstrates the sensor locations for 
these two cases. Figures 8.5 and 8.6 show the distribution of normalised estimation errors 
for Case 3 and Case 4, respectively. In both cases, the theoretical error levels still accu-
rately predict the actual estimation error levels. Compared with Case 1, Case 3 has similar 
error levels for strain estimations, whereas the estimation error levels for the displacement 
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response increase. For Case 4, it can be seen from Figure 8.6 that the estimation errors in the 
strain response become considerably large, although the estimation of displacements is still 
acceptable. This is because the displacement responses generally contain less high-frequency 
components than the strain responses. Through a comparison of Cases 1, 3 and 4, it is seen 
that the optimal dual-type sensor system contains more information on the entire structural 
response than the single-type sensor system, provided that the data from dual-type sensors 
can be appropriately fused.

8.4  EXPERIMENTAL VALIDATION OF THE DUAL-TYPE 
SENSOR PLACEMENT METHOD

8.4.1 Overhanging beam and FE model

To assess the feasibility and accuracy of the proposed dual-type sensor placement method, 
dynamic tests on a simply supported overhanging beam were conducted, as shown in 
Figure 8.7 (Zhang et al. 2014). The beam had a total length of 4 m and a cross section of 
50  ×  15.65 mm (width  ×  thickness). The modulus of elasticity of the beam was 2 05 1011 2. × N/m  
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Figure 8.5   Comparison of theoretical and actual estimation errors (Case 3): (a) normalised estimation 
errors for strains and (b) normalised estimation errors for displacements.
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errors for strains and (b) normalised estimation errors for displacements.
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and the material density of the beam was 7780 kg/m3 . The beam was designed and mounted 
on one roller bearing and one hinge bearing, and the details of these two bearings are shown 
in Figure 8.8. An FE model was then built using a total of 40 beam elements to represent the 
overhanging beam, as shown in Figure 8.9. An additional concentrated mass of 1.044 kg 
and an additional spring of stiffness 17.6 kN/m were added to the FE model to represent the 
connection between the beam and the exciter at node 16. As described in Chapter 7, model 
updating is often necessary to minimise modelling errors and ensure the consistency of the 
FE model and the real structure. Therefore, modal tests were conducted, and the natural 
frequencies and mode shapes were extracted from the measurement data and used to update 
the FE model. Detailed results of the FE model of the beam and its model updating can be 
found in the references (Zhang et al. 2014).

8.4.2 Dual-type sensor placement

Since the overhanging beam is a simple structure, the vertical nodal displacements except 
for those at the two supports, all the rotational nodal displacements and all element strains 
are assumed to be key responses. Accordingly, 40 element strains, 39 vertical and 41 rota-
tional nodal displacements are to be reconstructed. Considering the difficulty in measuring 

Figure 8.7   Experimental arrangement of overhanging beam.

(a) (b)

Figure 8.8   The details of the roller and hinge bearings: (a) roller bearing and (b) hinge bearing.
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Figure 8.9   Schematic diagram of FE model of overhanging beam.
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rotational nodal displacements, the rotational DOFs are not included as candidates for sen-
sor locations. As a result, 40 possible locations in the middle of each element are available 
for the strain gauges to measure normal strain responses, whereas 39 possible locations are 
available for the displacement transducers to measure vertical displacements.

The numbers and locations of both strain gauges and displacement transducers can then 
be determined by applying the proposed dual-type sensor placement method. The stan-
dard deviations of measurement noises from strain gauges and displacement transducers 
are estimated to be 0.378  µ ε  and 0.03 mm, respectively, based on the measurement results. 
The thresholds of the normalised maximum and average estimation errors are selected as 
1.0 and 0.5, respectively. Based on the updated FE model of the beam (see Figure 8.9) and 
the dual-type sensor placement method as described in Section 8.3, a total of eight sen-
sor locations are selected, including six strain gauges and two displacement transducers, 
as shown in Figure 8.10a. It is interesting to see that the locations of the six strain gauges 
and the two displacement transducers are symmetric with respect to the middle point of 
the beam as expected. In addition, three more strain gauges, two more laser displacement 
transducers and two more accelerometers are added to the beam to assess the accuracy of 
the reconstructed structural responses obtained by the dual-type sensor placement method 
(see Figure 8.10b).

8.4.3  Validation of reconstructed responses 
using dual-type sensing system

All the measurement data from the sensors are filtered using a low-pass filter with a cut-off 
frequency of 80 Hz. The measured responses from the six strain gauges and the two dis-
placement transducers shown in Figure 8.10a are then combined to reconstruct the multi-
scale structural responses using Equation 8.25. The accuracy of the reconstructed structural 
responses can be validated by comparing with those measurements obtained from the addi-
tional sensors in Figure 8.10b. Taking node 18 as an example, Figure 8.11 gives a comparison 
of the random excitation–induced time histories of the reconstructed and measured vertical 
displacement responses. The two time histories are so close that they are almost the same.

Moreover, the relative percentage error (RPE) defined in the following is used as a quan-
titative measure of the difference between the reconstructed response Y e   and the real 
response Y :

 RPE
( )

( )
%= − ×std

std
Y Y

Y

e

100  (8.31)

where std represents the standard deviation. The RPE values defined in Equation 8.31 are 
very stringent and plotted in Figure 8.12a for the case of random excitation. It can be seen 

Displacement transducer Strain gauge Accelerometer

(a)

(b)

Figure 8.10   Sensor configurations in the overhanging beam experiment: (a) sensor locations based on the 
dual-type OSP method and (b) additional sensor locations for verification.
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that the reconstructed responses match well with the measured responses for all three types 
of structural responses considering that the error definition is very stringent. The maximum 
RPEs of the reconstructed strain, displacement and acceleration are less than 10%, 8% and 
12%, respectively. Another type of excitation, that is, the impact force provided by a ham-
mer, was also applied to the model to validate the accuracy and robustness of the recon-
structed responses obtained from the proposed dual-type sensor placement method (Zhang 
et al. 2014). Similar results were obtained and the RPE values are given in Figure 8.12b.

Although the dual-type sensor placement method is mode-based, the accuracy of the 
response reconstruction results using the measurements from the selected locations can 
reach the same level regardless of the type of excitation if the modes excited by this excita-
tion are within the selected frequency range. The good agreement between the reconstructed 
and measured responses in this section demonstrates that the proposed dual-type sensor 
placement and multi-scale response reconstruction method can be put into practice.

8.5 MULTI-TYPE SENSOR PLACEMENT METHOD

Based on the Kalman filter algorithm, this section addresses the problem of placing multi-
type sensors, which include accelerometers, displacement transducers and strain gauges, in 
a structure with the objective of the best reconstruction of structural responses (Zhu et al. 
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Figure 8.11   Response time histories and reconstruction errors at node 18 (random excitation): (a) response 
time histories and (b) reconstruction error.

10
8
6
4
2
0

RP
Es

 (%
)

(a) (b)

12
14

Element No.
3 31 1827

Node No.
3

Node No.
1 36 27

Strain

Displacement

Acceleration

10
8
6
4
2
0

RP
Es

 (%
)

12
14

Element No.
3 31

Node No.
3 18

Node No.
1 36

Strain

Displacement Acceleration

Figure 8.12   Relative percentage errors by using the dual-type sensor placement method: (a) random excita-
tion and (b) hammer excitation.



232 Smart civil structures

2013). By minimising the overall reconstruction error variance at the locations of interest 
and maintaining reconstruction errors below an allowable level, the initial set of candidate 
sensor locations can be reduced to a smaller set. The multi-scale structural responses at key 
locations are then reconstructed from the fusion of measured multi-type sensor data.

8.5.1 State-space equation

The dynamics of a structure can be described by the following time-invariant continuous 
state space equation (Balageas et al. 2006):

 
�z A z B u

Y Cz Du

= +

= +







c c
 (8.32)

where:
z    is the state vector
 A c   and B c   are the state matrix and input matrix, respectively
 C  and D  represent the output matrix and direct transmission matrix, respectively
Y    is the observation vector
u    denotes the external excitation vectors

In reality, the measurement data are discretely sampled with a time interval of ∆ t . 
Moreover, measurement noise and process noise always exist in real applications. Therefore, 
Equation 8.32 can be converted into the following discrete state-space model:
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where:
z k     is the discrete-time state vector
v k     is the process noise that results from disturbances and modelling inaccuracies
 w k    is the measurement noise of the sensors
 v k   and w k    are often assumed as zero-mean white noise with variance matrices equal 

to Q  and R , respectively
 A  and B  are the discrete-state matrix and input matrix, respectively

 z z A B BA A
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0

τ τ  (8.34)

8.5.2 Theoretical formulations

The Kalman filter gives an unbiased and recursive algorithm to optimally estimate the 
unknown state vector of a linear dynamic system from the measurements with Gaussian 
white noise. The Kalman filter algorithm consists of two sets of equations, that is, time 
update equations and measurement update equations. More details can be found in the 
references (Kalman 1960; Welch and Bishop 1995). However, the direct application of the 
Kalman filter algorithm to a civil structure with high DOFs often presents a computational 
challenge. Therefore, the modal coordinate is employed and the second-order dynamic 
equation of a structure can be expressed as
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 �� �q q q B uc+ + =2 2xxww ww FFo o
T

u  (8.35)

where:
 q  is the vector of modal coordinates
 Φ  c   denotes the mass-normalised displacement mode shapes
 ξ   is the modal damping coefficient matrix
 ω  o   is the modal frequency matrix
 B u   is the location matrix of excitations

The major advantage of using modal coordinates is that the DOFs can be substantially 
reduced by truncating high modes that often have minimal and negligible contributions to 
structural responses under in-service conditions.

Equation 8.35 can be converted into Equation 8.32 in the state-space form, and subse-
quently the following is obtained:
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The dynamic responses of common interest include strains, displacements and acceler-
ations in a civil structure. Therefore, the observation equation in Equation 8.32 can be 
expressed as
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where:
 ε  , d  and a  represent the strain, displacement and acceleration responses, respectively
 Ψ  c    denotes the strain mode shapes as mentioned in Equation 8.5

Here, the observation equation is used to represent the measurement of multi-type sensors, 
reconstruct the multi-scale structural responses at key locations based on limited sensor 
measurements, and represent the real responses at these locations. Therefore, Equation 8.33 
is rewritten as
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where Y , Y m   and Y e   represent the real responses of interest, sensor measurements and 
reconstructed responses at the locations of interest based on the sensor measurements, 
respectively, and they consist of strains, displacements and accelerations. Matrices C  
and D  should be expressed as Equation 8.37 with the following modifications: in Y m  , 
the mode shapes Ψ  m   and Φ  m   include the locations (DOFs) corresponding to measure-
ment locations; in Y e  , the mode shapes Ψ  e   and Φ  e   depend on the locations where the 
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responses are of interest. Typically, they are incomplete mode shapes if the responses at 
all DOFs are not interested. For example, the rotational DOFs of structures are often not 
measurable in practice. Moreover, it is often neither practical nor necessary to consider 
all modes of vibration in large-scale civil structures. The complete set of modes can be 
partitioned into a subset of selected modes (typically lower modes with a large contribu-
tion to responses) and truncated modes (typically higher modes with a small contribution 
to responses), that is

 YY YY YY FF FF FFc c= [ ] = [ ]s t s t,  (8.39)

where subscripts s  and t  denote the selected and truncated modes, respectively. Considering 
the negligible effects of truncated modes on structural responses, Equation 8.38 can be 
simplified as
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Equation 8.40 substantially reduces the DOFs of structural models and it is not only com-
putationally economical but it can also improve the reconstruction accuracy. Therefore, the 
equation enables the use of the Kalman filter algorithm in civil structures, particularly when 
real-time SHM is desirable, to reconstruct responses at key locations.

The accuracy of the estimated responses can be measured by the reconstruction error γ  k   
as follows:

 γk k
e

k s
e

k k= − = −Y Y C z z( ˆ )  (8.41)

The covariance matrix of the estimation error can be calculated as

 χ = = − =cov( ) cov( )ggk s
e

k k s
eT

s
e

k s
eTC z z C C P C  (8.42)

where P k   is the covariance matrix of the estimation error in the state vector at time step k . 
Given any initial conditions P 0  and ẑ0, the Kalman filter tends to converge with the iterations. 
Therefore, the asymptotic covariance matrix of the reconstruction error can be expressed as

 cc = C PCs
e

s
eT  (8.43)

Notably, the output influence matrix Cs
e or Cs

m tends to be highly ill-conditioned because 
the strain, the displacement and the acceleration have significantly different orders of 
magnitude. Without appropriate pre-treatment of the matrices, the inverse operation for 
the calculation of the gain matrix in the Kalman filter algorithm may lead to inaccurate 
results. Therefore, a similar procedure as mentioned in Section 8.3.2 which utilises the 
standard deviation of the corresponding sensor noise to normalise the mode shape matrix 
is employed herein to normalise the output matrix Cs

m or Cs
e. For example, the normalised 

Cs
m is given by
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where:
 σε

2, σd
2 and σa

2 are the strain gauges noise variance, the displacement transducers noise 
variance and accelerometers noise variance, respectively

 I  is the identity matrix

Thus, the optimal Kalman gain can be calculated accordingly:
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Each diagonal element of the χ   matrix represents the variance of the reconstruction error 
for the corresponding response (strain, displacement or acceleration). Therefore, the maxi-
mum diagonal element denotes the maximum reconstruction error, whereas the trace of 
the matrix χ   represents the sum of the reconstruction errors at all locations of interest. 
The OSP can be performed with the objective to minimise the sum of the reconstruction 
error. Again, the optimisation procedure may be considerably biased to one type of sensors 
without a proper normalisation because of the different magnitudes of strain, displacement 
and acceleration responses. Similarly, the measurement noise of displacements, strains and 
accelerations is utilised here to normalise the reconstruction errors. Thus, Equations 8.41 
and 8.43 can be written, respectively, as follows:
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where R e   has the same format as R m   but in a different dimension. The maximum and aver-
age estimation errors at all key locations yield

 � �σmax max2 = ( )( )diag cc  (8.49)
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The objective and constraint functions of the sensor location selection can be expressed as

 min tr s
e

s
eT� �C PC( )( )  (8.51)

subject to
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 � �σ σmax max
2 2≤    (8.52)

in which [ ]max�σ2  are the target normalised maximum error.
The deletion of sensor locations increases the maximum and average reconstruction errors. 

In the iterative procedure for optimisation, the candidate sensor position is deleted in each iter-
ation provided that such deletion results in a minimal trace of the matrix � �C PCs

e
s
eT. The number 

and locations of the multi-type sensors are determined when the increases in the maximum 
reconstruction errors reach a prescribed criterion. Subsequently, the multi-scale responses at 
the key locations can be reconstructed using the last sub-equation in Equation 8.40.

8.6  MULTI-TYPE SENSOR PLACEMENT OF A 
SUSPENSION BRIDGE MODEL

The reconstructed multi-scale responses can provide comprehensive information for SHM 
of bridge structures. However, the direct application of the proposed multi-type sensor 
placement method to a real, long-span suspension bridge is extremely challenging because 
of its large dimension size and complex structure, harsh operational environment and many 
uncertainties during the measurement of a long-span suspension bridge. Therefore, prior 
to real applications, a well-controlled laboratory-based test bed of a long-span suspension 
bridge and its corresponding updated FE model are utilised to examine the feasibility and 
accuracy of the proposed method. The experience obtained from this exercise can shed 
light on the application of the proposed method to real, long-span suspension bridges. It 
should be pointed out that this laboratory-based test bed was designed not only to verify the 
proposed method but also to fulfil many other functions of SHM for long-span suspension 
bridges. For the sake of completion, a brief description of the test bed follows and the details 
can be found in Xu et al. (2012).

8.6.1  Physical bridge model 

The Tsing Ma suspension bridge in Hong Kong is the longest suspension bridge in the world, 
carrying both highway and railway, as shown in Figure 8.13. The Tsing Ma Bridge has been 
equipped with a comprehensive SHM system since 1997 (Wong et al. 2001a,b). This bridge 
was therefore selected as a reference for the design of a physical bridge model as a test bed. 
All of the major structural components in the bridge were included in the bridge model so 
that the model could best represent a real, long-span suspension bridge and strain-level 
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Figure 8.13   Configuration of prototype Tsing Ma Bridge (unit: m).
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measurements could be performed on the major structural components. All of the major 
connections and boundary conditions of the bridge were reproduced in the physical model 
so that rational damage scenarios could be best simulated. The physical model was installed 
on a shaking table which could generate proper ground motion as one type of external 
loading. The size of the physical model was large enough to facilitate the installation of 
various sensing systems and the measurement of various structural responses. Two kinds of 
materials were chosen in the bridge model design and fabrication: (1) steel was used for the 
bridge towers, piers, cables, suspenders and anchorages; and (2) aluminium was used for the 
bridge deck.

As shown in Figure 8.14, the physical bridge model has a main span 9.18 m with an over-
all length of 14.34 m. The height of the two bridge tower models is 1.37 m measured from 
the base level to the tower saddle. The two main cables in the bridge model are 0.24 m apart 
in the north and south. The width of the bridge deck model in the main span is 0.273 m. 
The shake table, made of a rectangular hollow-section steel beam, has a length of 14.64 m. 
The cross section of the steel beam is 400 mm wide, 200 mm high and 6.3 mm thick to 
facilitate the installation of the bridge model. The beam, weighing 851 kg, sits on five sets of 
roller bearings with a uniform spacing of 3.16 m. If the two rollers in each set of bearings are 
arranged along the x -axis of the bridge model, an electromagnetic exciter will be installed 
in the middle of the table to apply a force normal to the table so that the table will generate 
the ground motion to the bridge model in the lateral direction (y -axis). Figure 8.15 shows 
the completed bridge model.

8.6.2 FE model of the Tsing Ma Bridge model

The FE model of the physical bridge model was also established by using the commercial 
software ANSYS (2009). The three-dimensional tapered spatial beam elements (Beam44) 
with six DOFs at each end were used to model the tower legs. The portal beams between the 
two adjacent tower legs were modelled with prismatic spatial beam elements (Beam4). Piers 
M1, M2, T1, T2 and T3 were all similarly modelled using three-dimensional beam elements 
(Beam4) with fixed constraints. The bridge deck was a suspended type with two typical 
structural configurations of 60 mm long segments. Hence, modelling of the entire bridge 
deck could be conducted by repeatedly assembling the typical suspended deck segments lon-
gitudinally along the bridge. Each typical segment was represented by a three-dimensional 
FE sectional model using beam elements. Besides, elastic shell elements of 0.5 mm thick, 
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Figure 8.14   Configuration of Tsing Ma Bridge model and shake table (unit: mm).
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with 4 nodes and 24 DOFs, were utilised to model the orthotropic plate lying on the bot-
tom chords of the cross frames. Two-node link elements with six DOFs, having the unique 
feature of uniaxial tension-only, were applied to model the main cables and the suspenders.

The vertical bearings between the deck and the Man Wan (MW) tower as well as the deck 
and pier M2 were represented by swing rigid links so that relative motion along the bridge 
axis was permissible. The vertical bearings between the deck and the Tsing Yi (TY) tower 
as well as the deck and piers T1, T2, T3 and M1 were simulated as one-dimensional longi-
tudinal spring-damper elements to allow free longitudinal motion of the bridge. The lateral 
bearings of the deck to the two towers were modelled using one-dimensional longitudinal 
spring-damper elements. Only the rotation about the lateral axis is permissible in the MW 
abutment whereas only longitudinal movement and lateral rotation are allowable at the 
TY abutment. The top surfaces of the cable saddles were simply modelled with the joints 
coupled with the nodes at the tower leg tops. Similarly, the connection between pier M2 and 
the main cable was simulated with coupling in both the vertical and lateral directions. The 
ends of the two main cables were fixed in all DOFs. An overview of the FE model of the 
entire bridge is plotted in Figure 8.16.

Figure 8.15   Completed Tsing Ma Bridge model.

Z

Y

Figure 8.16   Overview of the FE model of the entire bridge model.
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8.6.3 Modal tests and model updating

Geometric measurements and modal tests were conducted on the physical bridge model to 
identify its geometric configuration and dynamic characteristics. The identified results indi-
cate that the dynamic properties of the physical model can fulfil elementary design require-
ments. The first natural frequency of the bridge model corresponding to the lateral sway is 
approximately 3.9 Hz, which ensures that the physical model is not excessively flexible and 
sensitive to environmental interruptions. The shapes and sequence of the first few vibration 
modes of the bridge model match those of the prototype bridge. The model updating of the 
FE model was also performed using the modal test results. The natural frequencies and mode 
shapes of the updated model are in good agreement with the measured results. The test bed 
comprising the delicate physical model and the updated FE model of a long-span suspension 
bridge can serve as a benchmark problem on the SHM of long-span suspension bridges. More 
detailed information on the test bed can be found in the literature (Xu et al. 2012).

8.6.4  Framework of multi-type sensor placement 
and multi-scale response reconstruction

The application of the multi-type sensor placement and response reconstruction method 
to the test bed is explored in the following sections. Only ground motion–induced load is 
considered because a shaking table is designed for the test bed, as described in Section 8.6.1. 
Nevertheless, the implementation procedure for the multi-type sensor placement and the 
multi-scale response reconstruction of the test bed subject to ground motion is also appli-
cable for other loading conditions. Given that the test bed is close to a real structure, practi-
cal considerations must be taken in the implementation procedure of the proposed method. 
The framework of the multi-type sensor placement and multi-scale response reconstruction 
method for the test bed is first presented, which includes the equation of motion of the test 
bed subject to ground motion, the objective function for sensor location optimisation, mode 
selection and multi-scale response reconstruction. A numerical study using the updated 
test bed FE model is then performed to select the sensor location following the proposed 
framework. Subsequently, with the identified sensor locations from the numerical study, 
fibre-Bragg grating (FBG) sensors, laser displacement transducers and accelerometers are 
mounted on the physical bridge model. Finally, experimental investigations are conducted to 
examine the accuracy of the selected multi-type sensor locations by comparing some of the 
reconstructed responses with the measured responses at locations where additional sensors 
are installed. More details can also be found in Xu et al. (2016).

8.6.4.1 Equation of motion

The dynamic equilibrium equation of motion of a linear structure subject to uniform ground 
acceleration in terms of the modal coordinate q  can be written as

 �� � ��q q q MS+ + = −2 2xxww ww FFo o u
T

gu  (8.53)

where:
 M  is the mass matrix of the bridge model
 S  is the selection matrix describing the DOFs of the supports with ground motion
 ��ug denotes the ground acceleration vectors at the bridge supports

Equation 8.53 is the same as Equation 8.35 if the location matrix of excitation B u   in 
Equation 8.35 is replaced by the matrix MS  in Equation 8.53. Therefore, the objective 
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function for multi-type sensor location optimisation expressed by Equation 8.51 and the 
constraint function described by Equation 8.52 can be applied directly to select the loca-
tions of the three types of sensors for the test bed. Before sensor location selection and 
response reconstruction, the type and number of vibration modes of the test bed must be 
determined.

8.6.4.2 Mode selection

The proposed multi-type sensor placement method aims to select a set of sensor locations 
from which the measurement data can be used to best reconstruct the multi-scale responses. 
The sensor location selection and response reconstruction method is mode-based. Therefore, 
the selection of mode shapes is an important step. The contribution of individual modes to 
the overall dynamic behaviour of a structure is different. Not all modes have equally signifi-
cant functions in the response reconstruction of the bridge, especially when only particular 
parts of the bridge response shall be reconstructed. Therefore, in the response reconstruc-
tion, more emphasis will be placed on the critical mode shapes that make significant con-
tributions to the responses. The definition of RPE can be found in Equation 8.31. Let RPEi   
be the relative percentage error of the reconstruction result at the i th DOF, which can be 
expressed by the following equation:
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C i   and D i   denote the i th raw vectors of the output matrix C  and the direct transmis-

sion matrix D , respectively
 ẑ is the estimated state vector

Furthermore, the number of modes used to estimate the state vector ẑ is assumed to be 
NN . By deleting only the j th mode, the reconstructed error at the i th DOF becomes
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where:
 Ci

j denotes the i th raw vector of the output matrix C  where the j th and (NN + j −  1)th 
columns are deleted

 ẑ j represents the state vector by deleting the j th and (NN + j −  1)th rows
 Di

j is the i th raw vector of the direct transmission matrix D  by deleting the j th mode

The reconstructed error at the i th DOF caused by the deletion of the j th mode during the 
response reconstruction is then equal to the difference between RPEi

j and RPEi  :

 Λi
j

i
j

i= −RPE RPE  (8.56)

Based on the discussion in Section 8.5 and Equations 8.54 and 8.55, it can be stated that 
the larger the value of Λi

j, the more important the j th mode for the response reconstruction 
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at the i th DOF. By contrast, a very small value of Λi
j indicates that the j th mode is insignifi-

cant and can be neglected in the response reconstruction at the i th DOF.
Let us calculate the reconstructed errors at all DOFs of the key locations in the bridge 

caused by the deletion of the j th mode.

 Λ Λj
i
j

i

n

=
=
∑

1

 (8.57)

The sum of Λ j for all the modes of interest in the response reconstruction can then be 
calculated by

 Λ Λtotal =
=

∑( )j

j

NN

1

 (8.58)

The contribution coefficient of the j th mode to the response reconstruction is defined as

 cj

j

= ×Λ
Λ total

100%  (8.59)

which yields ∑ ==j
NN

jc1 1 0. .
One may say that a large value of c j   indicates that the j th mode contributes significantly to 

the overall response reconstruction of the structure, whereas a small value indicates insignifi-
cant contribution. Thus, mode selection can be performed as follows: (1) ranking the contri-
bution coefficient c j   in descending order and (2) selecting the modes with the higher values of 
c j   so that the sum of c j   reaches a threshold that corresponds to the best reconstruction results.

8.6.4.3 Multi-scale response reconstruction

The selected modes of vibration are used to optimise the locations of the multi-type sensors 
by using the method proposed in Section 8.5. Once the numbers and locations of the multi-
type sensors are determined, the strain, displacement and acceleration responses of the 
structure y e  at all key locations, which are considered as important locations for structural 
monitoring and assessment, can be reconstructed using the responses measured from the 
sensors y m  by the following equation:

 Y C z De
s
e

s
e

gu≈ +ˆ ��  (8.60)

where:
 Cs

e and Ds
e  are the respective output and direct transmission matrices involving the 

DOFs of the key locations only for response reconstruction

The state vector ẑ is estimated by using the Kalman filter algorithm with limited measure-
ments from the sensor locations.

8.6.4.4 Implementation procedure

The steps for the multi-type sensor location selection of the bridge model subjected to 
ground motion can be summarised as follows: (1) calculate the dynamic responses of the 
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structure subjected to ground motion using the Newmark method; (2) select important 
locations for strain, displacement and acceleration response reconstruction from the view-
point of structural monitoring and assessment, which could be based on the condition that 
the standard deviations of the responses in these locations are higher than certain values 
that significantly exceed the corresponding sensor noise levels; (3) determine all possible 
locations of the strain and displacement measurement sensors and accelerometers from the 
potential locations selected in Step 2 based on a number of practical issues such as the 
accessibility of measurement and the measurability of response; (4) determine the modes by 
using the mode selection method; (5) delete the key locations determined in Step 3 one by 
one using Equations 8.51 and 8.52 until the normalised maximum reconstruction errors 
approach their thresholds; (6) conduct a slight adjustment of the sensor locations by consid-
ering a number of practical issues such as convenience in sensor installation; (7) reconstruct 
the responses at the key locations determined in Step 3 through the polluted responses at 
the measured locations using Equation 8.60; and (8) compare some of the reconstructed 
responses with the real or measured ones.

8.6.5 Numerical analysis and results

The FE model of the test bed established using the commercial software ANSYS has a total 
of 23,700 DOFs and 8,400 elements. Figure 8.17 shows the four longitudinal truss girders 
of the bridge deck, called girders 1–4. Each girder consists of top and bottom longitudinal 
beams, diagonal bracings and vertical beams. Each top or bottom longitudinal beam has 242 
nodes and 241 elements. Here, only the lateral DOFs of the deck are considered for possible 
installation of the displacement transducers and accelerometers for response reconstruction, 
and only the elements of the eight longitudinal beams of the bridge deck are considered for 
possible placement of strain measurement sensors for strain response reconstruction. The 
potential total number of locations for response construction is found to be 5776.

A random ground-acceleration time history is transversely applied to the FE model to 
calculate the dynamic responses of the bridge. The computed strain, displacement and accel-
eration responses are low-pass filtered with a cut-off frequency of 15 Hz, which includes 
the first 30 vibration modes of the bridge. The filtered strain, displacement and acceleration 
responses are then used to select the important locations for response reconstruction as 

Figure 8.17   Longitudinal girders in the bridge deck: (a) part of the physical model and (b) part of the FE 
model.
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well as the mode shapes for optimising the multi-type sensor locations and final response 
reconstruction.

The measured responses are inevitably polluted by environmental noise. Structural 
responses at some locations might be so small that they are overwhelmed by noise. These 
responses are insignificant in the evaluation of the structure’s safety and functionality and 
therefore shall be ignored. Here, the ratio of the standard deviation of the structural response 
to that of the corresponding measurement noise is utilised to remove the locations where the 
ratio is lower than a threshold value. The threshold values are 24 for the strain responses, 
7 for the displacement responses and 11 for the acceleration responses of the bridge model 
investigated. In such a way, 3035 out of 5776 locations are selected for response reconstruc-
tion, which include 1195 locations for strains, 1124 locations for displacements and 716 for 
accelerations.

The candidate locations for OSP are selected from the locations determined in the response 
reconstruction. First, considering the high correlation of responses at two adjacent nodes or 
elements and to reduce the computation time, one of every two nodes or elements is selected 
as a candidate. Second, because the displacement and acceleration responses of the inner 
girders 2 and 3 are similar to those of the outer girders 1 and 4, and measuring the responses 
of the inner girders is inconvenient, only the locations in girder 1 and girder 4 are considered 
as candidates for displacement transducers and accelerometers. However, the elements in 
girders 1–4 are all considered as a candidate set for strain sensors. As a result, 1053 loca-
tions are selected for the sensor candidate locations, including 593 candidate locations for 
strain sensors, 280 for displacement transducers and 180 for accelerometers.

The first 30 vibration modes from the FE model are considered as candidates for estimat-
ing the state vector. The target modes for sensor location optimisation and response recon-
struction are selected from these modes based on the method discussed before. Figure 8.18 
shows the contribution coefficient c j   of each mode. The 16th mode, which is a torsional 
mode, contributes most to the reduction of the sum of reconstruction errors. Although the 
vertical modes of the bridge have a minimal contribution to the lateral response recon-
struction, these modes significantly affect the strain response reconstruction. By setting the 
threshold value of the contribution coefficient cj ≤ × −1 5 10 3. , 22 vibration modes are selected 
as target modes. Interestingly, all the unselected vibration modes are related only to the 
main cables.
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Figure 8.18   Modal contribution coefficients.
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The proposed multi-type sensor placement method is now applied in the selection of 
sensor locations from all candidate locations. The threshold of the normalised maximum 
reconstruction error defined by Equation 8.52 is set at 1.5 in terms of the variance in the 
maximum reconstruction error. The variation in the normalised theoretical reconstruction 
errors with the number of deleted sensor location candidates is shown in Figure 8.19, which 
reveals that when 1011 sensor location candidates are deleted, the normalised maximum 
reconstruction error reaches its threshold value of 1.5. This result indicates that the use of 
only 42 sensors can satisfy the requirement. Figure 8.19 also shows that if less sensor loca-
tions are deleted, for instance, only 950 sensor locations are deleted, the accuracy of the 
response reconstruction would be higher at the cost of more sensors. The placements of the 
three types of sensors are obtained from the optimisation. The numbers of strain, displace-
ment and acceleration sensors are 30, 2 and 10, respectively, for a total of 42 sensors.

A close look at the sensor placements decided in the previous paragraph exhibits that 
the two strain measurement sensors located near the MW tower at the top of girder 1 are 
very close to each other, and thus one of them can be deleted. Furthermore, one strain 
measurement sensor location selected in girder 2 is very close to the MW tower, and for 
the convenience of sensor installation, this location is transferred to a location near the 
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Figure 8.20   Optimal placements of 29 strain sensors (after adjustment): (a) girder 1 and (b) girder 4.
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MW tower but at the bottom of girder 1. The two accelerometers at the bottom of girder 
4 are also close to each other. One accelerometer is thus deleted, and the next optimal 
location is selected from the location of the accelerometer. The locations of strain mea-
surement sensors and accelerometers after the adjustments are shown in Figures 8.20 
and 8.21, respectively. The locations of the displacement measurement sensors remain 
unchanged and are shown in Figure 8.22. In the figures, ‘S1’ indicates the first strain mea-
surement sensor placed on the deck, whereas ‘A1’ denotes the first accelerometer mounted 
on the deck. The total number of sensors is 41, including 29 strain measurement sen-
sors, 2 displacement measurement sensors and 10 accelerometers. The sensor placements 
after adjustment are the final sensor locations that will be implemented in the subsequent 
experimental investigation.

By taking the simulated results from the selected sensors as measured ones added with 
sensor noise, the structural responses can be reconstructed and then compared with the 
computed results from the FE model. In the response reconstruction, the standard deviation 
of the sensor noise for the strain and displacement measurement sensors as well as the accel-
erometers are assumed to be 0.005  µ ε , 0.0006 mm and 0.021 m/s2 , respectively. Figure 8.23 
shows the RPEs between the reconstructed and actual responses of strains, displacements 
and accelerations after adjustment of the sensor locations. All RPEs are below 10% indicat-
ing that the reconstructed responses match the real responses quite well.
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Figure 8.21   Optimal placements of 10 accelerometers (after adjustment): (a) girder 1 and (b) girder 4.
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Figure 8.22   Optimal placements of two displacement transducers: (a) girder 1 and (b) girder 4.
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8.6.6 Experimental validation

In this section, an experimental investigation was conducted to assess the practicability and 
accuracy of the proposed multi-type sensor placement and response reconstruction method 
using the test bed. Strain, displacement and acceleration sensors were installed at the loca-
tions of the physical bridge model, as determined before, to measure the structural responses. 
An additional six strain measurement sensors, two displacement measurement sensors and 
two accelerometers were installed on the bridge model to validate the reconstruction results.

Considering that a single string of optical fibre can accommodate tens of FBG sensors 
and that the size of an FBG sensor is small, FBG sensors were utilised in the experiment 
instead of strain gauges to measure the strain responses. The FBG sensors were attached 
on the side face of the beam at the middle of the elements to measure the combined axial 
and flexural deformation of the beam. LK-503 laser displacement transducers and KD1008 
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Figure 8.23   RPEs between the reconstructed and actual responses at top of the girder: (a) strain, (b) dis-
placement and (c) acceleration.
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accelerometers were mounted laterally at the nodes of the deck. In addition, three strain-
free FBG sensors were used to measure the temperature at different sensing points to pro-
vide temperature compensation for the strain measurements. These three FBG sensors were, 
respectively, installed at the MW side, middle span and TY side. To free these sensing points 
from stress, FBG sensors for temperature compensation were installed on the very short 
cantilever beams.

To achieve relative displacement and acceleration responses on the deck, ground accel-
eration and displacement were measured. Four KD1300 accelerometers and two LK-503 
laser displacement transducers were installed laterally on the foundation beam. The aver-
age ground acceleration attained from the four accelerometers and the average ground dis-
placement attained from the two laser displacement transducers were taken as the ground 
acceleration and displacement of the physical bridge model. It should be noted that the data 
acquisition system for recording the displacement and acceleration responses was differ-
ent from that used for recording strain responses. However, synchronisation of these three 
types of responses was required for the reconstruction of the corresponding multi-scale 
responses. Therefore, a synchronous strain hammer was designed to realise the synchronisa-
tion of the strain, displacement and acceleration responses. More details on the synchronous 
strain hammer can be found in Zhang (2013).

A random force with a limited frequency band generated by an LDS V451 exciter was 
applied to the midpoint of the foundation beam to create ground motion in the bridge 
model. An overview of the experimental setup is shown in Figure 8.24. To generate a uni-
form ground motion in the bridge model, a series of tests was implemented, which revealed 
that the frequency range of the external force should be lower than 6 Hz to avoid resonance 
with the foundation beam because the first frequency of the foundation steel beam itself is 
12.28 Hz.

Two tests at the same frequency range of 1.56–4.69 Hz but at different voltage amplitudes 
were implemented. In test 1, the excitation amplitude was 140 mV, whereas that of test 2 
was 100 mV. Under the input ground motion, all the bridge responses collected from the sen-
sors were combined to reconstruct the responses at the locations where additional sensors 
were available for validation.

The RPEs of strains, displacements and accelerations between the reconstructed and mea-
sured responses are shown in Figure 8.25 for test 1. ‘SV’, ‘DV’ and ‘AV’ in the figure denote 
the strain sensor, displacement sensor and accelerometer for validation, respectively. It can 
be seen that the reconstructed responses agree with the measured responses in consideration 
of the stringent error definition. Similar results can be obtained from test 2. The rotational 

Figure 8.24   Overview of the experimental setup.
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displacement response can also be reconstructed and more detailed results can be found in 
Zhang (2013). The two sets of test results show that the reconstructed responses match the 
measured results well, although the RPEs are over 10% in some cases. An RPE of over 10% 
is attributed to the fact that the definition of RPE is based on the accumulated error over the 
entire duration of the time history.

The good agreement of the reconstructed responses between the numerical studies and 
the experimental investigations validate the effectiveness and practicability of the proposed 
multi-type sensor placement and multi-scale response reconstruction method. The recon-
structed multi-scale responses at key locations provide comprehensive information to the 
test bed for multi-scale monitoring, which deepens our understanding of both the global 
and local behaviour of the bridge. The successful application of the proposed method to the 
test bed also lays a solid foundation for extending the proposed method to a real long-span 
suspension bridge, which is a more complex structural system characterised by larger size 
and more uncertainties. This direction is challenging but it is a necessary task in the future.

NOTATION

A , B  State matrix and input matrix in the discrete-state space equation, respectively
A c  , B c   State matrix and input matrix in the continuous state space equation, 

respectively
B u   Location matrix of excitations
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Figure 8.25   RPEs between the reconstructed and measured responses for test 1 girder: (a) strain, (b) dis-
placement and (c) acceleration.
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c j   Contribution coefficient of the j th mode to the response reconstruction
�Cs

e, Cs
m Output matrix for the estimated responses and measured responses on the 

basis of selected modes, respectively
�Cs

e, �Cs
m Noise-normalised output matrix corresponding to Cs

e and Cs
m, respectively

C , D  Output matrix and direct transmission matrix, respectively
d c   Displacement vector that includes translations or rotations in all DOFs of a 

structure
d e   Nodal displacement vector corresponding to 6 DOFs of the beam element
Ds

e, Ds
m Direct transmission matrix for the estimated responses and measured 

responses on the basis of selected modes, respectively 
E i   The matrix representing the relationship between the node displacements of 

an element and the strains in this element
F  Transformation matrix between the displacement vector and the strain 

vector
K  Optimal Kalman gain
L  Length of the beam element
P k   Covariance matrix of the estimation error in state vector at time step k 
q  Modal coordinates
RPE Relative percentage error between the reconstructed response and the real 

response 
S i   Selection matrix that selects the displacements related to element i 
T i   Transformation matrix that transforms the element nodal displacements in 

a global coordinate to those in a local coordinate
u  External excitation vectors
��ug Ground acceleration vectors
W  Noise vector in the measurement
W  Weight matrix accounting for the importance of different locations
x , y  Location in the element coordinate where the strain is calculated
y , y e  ,   y m   The actual response vector, the estimated response vector and the measured 

response vector in the dual-type sensor placement method, respectively
�y, y e , �ym Noise-normalised actual response vectors, noise-normalised estimated 

response vector and noise-normalised response measurement vector in the 
dual-type sensor placement method, respectively

Y , Y m   and Y e   Real responses of interest, sensor measurements and reconstructed 
responses at the locations of interest in the multi-type sensor placement 
method, respectively

z  State vector
γ   Reconstruction error in multi-type OSP method
�gg Noise-normalised reconstruction error in multi-type OSP method
Γ   General modal matrix which includes both strain mode shapes and dis-

placement mode shapes 
Γ  m  ,Ψ  m  , Φ  m   The partitioned model matrices corresponding to the positions with sensors
GGm

+  Pseudo-inverse of the matrix Γ m  
δ   Error between the estimated response and the real response in dual-type 

OSP method
�dd Noise-normalised estimation error in dual-type OSP method
Δ   Covariance matrix of the estimation error δ  
�DD Covariance matrix of �dd
ε i   Strain at a location in element i 
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ε x  , ε b   Strain caused by axial force and bending moment in the beam element
I  Identity matrix
Λi

j The reconstructed error at the i th DOF caused by the deletion of the j th 
mode during the response reconstruction

ξ   Modal damping coefficient matrix
ssε

2, ssd
2, ssa

2 Strain gauges noise variance, displacement transducers noise variance and 
accelerometers noise variance, respectively

�ssmax
2 , �ssavg

2  The maximum and average normalised estimation errors, respectively
[ ]max�ss2 , [ ]�ssavg

2  The target normalised maximum and average estimated errors, 
respectively

Σ   A diagonal matrix composed of the strain gauges noise variance and dis-
placement transducers noise variance

Φ  c   The complete displacement modal matrix consisting of the mass-normalised 
displacement modes shapes ϕr

Φ  s  , Φ  t   The selected modes and truncated modes of the displacement modal matrix 
for multi-type OSP

χ   Covariance matrix of the estimation error γ   in multi-type OSP method
�cc Covariance matrix of �gg
Ψ  , Φ   Sub-matrices of the modal matrices Ψ  c   and Φ c  , respectively
Ψ c   The complete strain modal matrix consisting of strain model shape ψ r  
Ψ  s  , Ψ  t   The selected modes and truncated modes of the strain modal matrix for 

multi-type OSP
�YY, �YYm, �FF, �FFm Noise-normalised mode shape matrices corresponding to Ψ  , Ψ  m  , Φ  , Φ  m  , 

respectively
ω  o   Modal frequency matrix
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Chapter 9

Structural control theory

9.1 PREVIEW

As discussed in Chapter 5, for an active, semi-active or hybrid control system, its control-
ler system will utilise and analyse the measured signals from the sensory system, compute 
the necessary control forces or other quantities based on a given control algorithm, and 
command the control devices to make corresponding reactions, so that the structure can 
adapt itself to structural changes and to varying usage patterns and loading conditions. 
An active, semi-active or hybrid control system will not lead to the desired control per-
formance if the control algorithm is not appropriately designed. The structural control 
theory is therefore developed to find appropriate control algorithms for active, semi-active 
or hybrid control systems. There are a number of excellent books introducing various 
structural control theories (Soong 1990; Ou 2003; Preumont 2011). This chapter provides 
a concise introduction to some basic concepts of structural control theory and to some 
commonly used control algorithms in structural vibration control. The basic concepts to 
be introduced in this chapter include stability, controllability and observability of a control 
system. The commonly used control algorithms include pole assignment, linear optimal 
control, independent modal space control (IMSC), sliding mode control (SMC), H2  and H∞   
control, adaptive control, artificial intelligent control and semi-active control. The applica-
tion of the control algorithms for vibration control of civil structures will be presented in 
Chapter 13. Because the performance of the control system also depends on the placement 
of the control devices and sensors used in the system, the optimal control device placement 
and the collective placement of sensors and control devices will be discussed in Chapters 
10 and 11, respectively.

9.2 STABILITY

Civil structures are normally stable structures designed to serve people. A civil structure 
equipped with control devices must also be stable otherwise the structure will be useless 
or dangerous to people. Therefore, stability is a basic requirement for all civil structures 
equipped with control devices.

Taking a civil structure as a system, the definition of system stability can be referred to 
whether the free vibration response of the system is bounded or not. Let us consider the fol-
lowing linear time-invariant (LTI) system:

 �X AX=  (9.1)
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where:
 X  is the n -dimensional state vector
 A  is the n   ×  n  system matrix

The system described by Equation 9.1 is said to be (Hespanha 2009)

 1. Stable (in the sense of Lyapunov or internally stable) if, for every initial condition 
X (t 0 ) = X 0 , the homogeneous state response X (t ) = ʘ  (t ,t 0 )· X 0 , where ʘ   is the state tran-
sition matrix at t   ≥  0, is uniformly bounded.

 2. Asymptotically stable (in the sense of Lyapunov) if, in addition, for every initial condi-
tion X (t 0 ) = X 0 , one obtains that X (t )  →  0 as t   →   ∞ .

 3. Exponentially stable if, in addition, there exist constants a , b   >  0, such that, for every 
initial condition X (t 0 ) = X 0 , one obtains X X( ) e ( )( )t a tb t t≤ ⋅ − 0

0  at t   ≥  0.
 4. Unstable if it is not marginally stable in the sense of Lyapunov.

Most civil structures are asymptotically stable because of their inherent positive struc-
tural damping. If a civil structure has negative damping, it becomes unstable.

Stability can also be understood more directly with the aid of Laplace transform and the 
characteristic equation. Taking a single-input-single-output system as an example, one may 
construct the impulse response by Laplace inversion of the transfer function. The general 
solution for the response is the linear combination of the input and a number of exponen-
tial terms which are products of the characteristic exponents and the time t . By setting the 
denominator of the transfer function to zero, the characteristic exponents can be obtained 
as the roots of the characteristic equation. It is obvious that, if the roots of the characteristic 
equation are all negative or have negative real parts, all the exponential terms are bounded 
leading to the response being bounded as well. Therefore, asymptotic stability is guaranteed 
if all the roots of the characteristic equation are negative or have negative real parts (Vepa 
2010).

In the state space representation, the characteristic equation can be expressed as follows:

 
det sI A−( ) = 0

 
(9.2)

where:
 s  is the Laplace operator
 I  is the identity matrix
 det is the determinant

The roots of Equation 9.2 are generally referred to as the eigenvalues of the matrix A  and 
they correspond to the poles of the transfer function. Thus, an LTI system is stable if and 
only if all the eigenvalues of matrix A  have negative real parts. This stability condition is 
identical to saying that the corresponding transfer function has all its poles in the open left 
half of the complex ‘s ’ plane.

9.3 CONTROLLABILITY AND OBSERVABILITY

The concepts of controllability and observability, introduced by Kalman (1960), play 
a significant role in control theory: they appear as necessary and sometimes as suffi-
cient conditions for the existence of a solution to most control problem. Controllability 
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measures the ability of a particular control device configuration to control all the states 
of the system; conversely, observability measures the ability of a particular sensor con-
figuration to supply all the information necessary to estimate all the states of the system 
(Preumont 2011).

In the control theory, the concept of controllability, as a coupling between the control 
vector and the system states, only involves the system matrix A  and the matrix B  which 
is associated with the control vector. Thus, one can consider the following linear state 
equation:

 
�X AX Bu= +  (9.3)

where:
 u   is the p -dimensional control vector
 B   is the n   ×  p  influence matrix

The system or the pair (A , B ) is said to be controllable if for any initial condition X (t 0 ) = X 0  
and any final state X (t 1 ) = X 1 , there exists an input that is able to transfer X 0  to X 1  in a finite 
time. It should be noted that both the transferring trajectory of the state and the magnitude 
of the control vector are not specified in this definition.

The concept of observability is dual to that of controllability. Observability, as a coupling 
between the system states and the output, only involves the system matrix A  and the output 
matrix C . Thus, the following observation equation can be considered as

 Y CX=  (9.4)

where:
 Y   is the m -dimensional output or observation vector
 C   is the output matrix with the dimension of m   ×  n 

The system or the pair (A , C ) is observable at t 0  if the state X (t 0 ) can be uniquely deter-
mined by the corresponding output Y (t ) for t t t∈[ , ]0 1 . If this is true for all initial moments 
t 0  and all initial states X (t 0 ), the system is completely observable.

There are many criteria for the determination of system controllability and observability. 
The controllability and observability matrices can be viewed as one of the most widely used 
indices for the measures of controllability and observability. The controllability matrix is 
defined as

 
Con B AB A B A B=  

−2 1... n

 
(9.5)

and the observability matrix is defined as

 

Obs

C

CA

CA

CA

=





















−

2

1

�
n

 

(9.6)
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The LTI system is completely controllable if and only if the controllability matrix is full-
rank, that is, rank  (Con ) = n . Similarly, the LTI system is completely observable if and only 
if the observability matrix is full-rank, that is, rank  (Obs ) = n . Therefore, the controllability 
and observability matrices provide a simple and direct way for the investigation of system 
controllability and observability.

However, only using controllability and observability matrices is often not enough for 
practical engineering problems, in which more quantitative information is required. For 
example, if a point control force is applied at the centre of a simply supported uniform 
beam, the structural mode shapes of even orders are not controllable because they have a 
nodal point at the centre. Similarly, a displacement sensor will be insensitive to the mode 
shapes having a nodal point where it is located. According to the rank tests, as long as the 
control device or the sensor is slightly moved away from the nodal point, the rank defi-
ciency of the controllability or observability matrix disappears, indicating that the corre-
sponding mode of vibration becomes controllable or observable. However, it is known that 
any attempt to control a mode of vibration with a control device located close to a nodal 
point would inevitably lead to difficulties, because this mode is only weakly controllable or 
observable. Besides the aforementioned drawback, the direct usage of controllability and 
observability matrices may lead to computational difficulty especially for large-scale civil 
structures. Assume, for example, that the system is of dimension n  = 100. In order to answer 
the controllability and observability question, one has to find powers of A  up to 99 and 
calculate the rank of large-size controllability and observability matrices which may easily 
result in numerical overflow. To overcome this problem, an alternative approach using the 
Gramian matrix is developed.

The controllability Gramian is defined as

 
W BBA A

C
T

t

t e e d
T

( ) = ∫ τ τ τ
0  

(9.7)

It should be noted that there appear to be some variations in the literature in the defini-
tion of controllability Gramian, but the one given in Equation 9.7 is the most common. It is 
known that W C (t ) satisfies

 
�W AW W A BBC C C

T Tt t t( ) = ( ) + ( ) +
 

(9.8)

and when A  is an asymptotically stable matrix, that is, all the eigenvalues of matrix A  have 
negative real parts as mentioned before, W C (t ) reaches a steady state W c   which is a solution 
of Lyapunov equation:

 AW W A BBc c
T T+ + = 0  (9.9)

In general, the solution W c   can be expressed as

 
W BBA A

c
Te e d

T
=

∞

∫ τ τ τ
0  

(9.10)

Similarly, the observability Gramian can be defined as
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W C CA A

O
T

t

t e e d
T

( ) = ∫ τ τ τ
0  

(9.11)

and it satisfies

 
�W A W W A C CO

T
O O

Tt t t( ) = ( ) + ( ) +
 (9.12)

When the system is asymptotically stable, W O (t ) reaches its steady state W o   which can be 
obtained from the following Lyapunov equation:

 A W W A C CT
o o

T+ + = 0  (9.13)

as

 
W C CA A

o
Te e d

T
=

∞

∫ τ τ τ
0  

(9.14)

A detailed description of the controllability and observability Gramians including their 
properties and theorem proofs can be found in Gawronski (1998), Hespanha (2009) and 
Chen (2013).

It can be found from the definition of the controllability and observability Gramians that 
with a given system, that is, the matrix A  is determined, the Gramians are mainly depen-
dent on the matrix B  or C , which is related to the locations of control devices or sensors. 
Therefore, one can modify the control device and/or sensor locations to obtain the required 
(or assigned) values of the controllability and observability Gramians. Since Gramian matri-
ces can provide quantitative measures of the degree of the controllability and observability 
properties, such as using some norm of the Gramians, many researchers investigate optimal 
control device and/or sensor placement in terms of the Gramian matrices.

9.4 POLE ASSIGNMENT

As mentioned before, the poles of a system are the eigenvalues of the system matrix A . The 
eigenvalues of the matrix can be either real or complex. When they are complex, it must be 
in the form of a conjugate complex number, for example, λ γ ω ζ ω ω ζj j j j ji i1 2 21, = ± = − ± −  
where ω j   and ζ j   are, respectively, the j th natural frequency and damping ratio. Thus, the 
eigenvalues of the matrix A  correspond to points in the complex plane (γ , ω ), and they 
represent the structural damping and natural frequency. From this point of view, the char-
acteristics of a dynamic system, to a great extent, rely on the location of the poles in the 
complex plane.

The procedure of adjusting the location of the poles by using state feedback or output 
feedback to obtain desirable system characteristics is referred to as pole assignment. Since 
external disturbance is not related to the system poles, the external disturbance is not 
involved in the discussion of the pole assignment. Considering the LTI system described by 
Equations 9.3 and 9.4, two kinds of feedbacks, that is, state feedback and output feedback, 
are discussed in the following sections.
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9.4.1 Pole assignment by state feedback

The necessary and sufficient condition for pole assignment by state feedback is that the sys-
tem must be completely controllable. In this case, the control force can be given as

 u GX= −  (9.15)

where G  is the p   ×  n  state feedback gain matrix. By substituting Equation 9.15 into Equation 
9.3, one obtains

 
�X A BG X= −( )  

(9.16)

It can be seen that the modification of the system matrix through active control alters 
the modal damping ratios and natural frequencies of the system. This can be reflected 
by the fact that the eigenvalues of A   – BG  are generally different from those of A . Since 
these closed-loop eigenvalues define the controlled system behaviour, a feasible control 
strategy is to choose the control gain G  in such a way that the expected poles can be 
obtained.

Herein, a relatively simple method is introduced for the determination of the gain matrix 
G  to produce the desirable system poles (Brogan 1974). The characteristic equation of the 
closed-loop system in Equation 9.16 can be expressed as

 

ll ll

ll ll

ll ll

I A BG I A BG

I A I I A BG

I A I G I

n n

n n n

n p n

− −( ) = −( ) +

= − × + −( )

= − × + −

−

)

1

AA B( ) =−1
0

 
(9.17)

where I n   and I p   are the n  ×   n  and p  ×   p  identity matrix, respectively.
Since λ   is the eigenvalues of the system matrix (A   – BG ), |λ I n   –  A | should not be equal to 

zero. Thus, Equation 9.17 can be reduced to

 
I G I A Bp n+ −( ) =−

ll
1

0
 

(9.18)

It can be seen that if the matrix determinant is equal to zero, at least either one column or 
one row should be zero. Assume that the selection of the gain matrix G  yields the following 
condition:

 
e Gj j i+ ( ) =jj λ 0 or 

G ejjj i jλ( ) = −
 

(9.19)

where:
 φ  (λ i  ) of n   ×  p   is equal to (λ i  I n    – A )–1 B  with the dimension of n   ×  p 
 φ  j  (λ i  )  is the n -dimensional vector obtained from the j th column of φ  (λ i  )
 e j    is the j th column of the identity matrix I p  

Hence, the state feedback gain matrix can be designed as
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 G = − −eGG 1
 (9.20)

where:
GG jj jj jj=  j j jn n1 1 2 2( ) ( ) ... ( )λ λ λ  with the dimension of n   ×  n 
e e e e=  j j jn1 2 ...  with the dimension of p   ×  n 

9.4.2 Pole assignment by output feedback

The necessary and sufficient condition for pole assignment by output feedback is that the 
system must be controllable and observable. In this case, the control force can be given as

 u G Y= − ′  (9.21)

in which Gʹ  is the p   ×  m  output feedback gain matrix. By substituting Equation 9.21 into 
Equation 9.3, one can obtain the following closed-loop system:

 
�X A BG C X= − ′( )  (9.22)

The characteristic equation of the closed-loop system in Equation 9.22 is

 

ll ll ll

ll ll

I A BG C I A I I A BG C

I A I G C I A

n n n n

n p n

− − ′( ) = −( ) × + −( ) ′

= −( ) × + ′ −(

−1

))

= −( ) × + ′ ′( ) =

−1

0

B

I A I Gll jj lln p  (9.23)

where ′ = −( )−
jj ll ll( ) C I A Bn

1
. Assuming that the eigenvalues of the open-loop system are 

different from those of the closed-loop system, one obtains |λ I n    – A |  ≠  0 and Equation 9.23 
can be thus given as

 
I Gp + ′ ′( ) =jj ll 0

 
(9.24)

Similarly, the output feedback gain matrix can then be determined as

 ′ = − ′ ′−G e GG 1
 (9.25)

where:
′ = ′ ′ ′ GG jj jj jjj j jm m1 1 2 2( ) ( ) ... ( )λ λ λ  with the dimension of m   ×  m 
′ = ′ ′ ′ e e e ej j jm1 2 ...  with the dimension of p   ×  m 

9.5 LINEAR OPTIMAL CONTROL

The control algorithm, which employs an integral of the quadratic function as performance 
index for simultaneously considering the effect of the system states and control forces, is 
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referred to as linear quadratic optimal control. In this section, the theoretical foundations 
of two algorithms, that is, linear quadratic regulator (LQR) control and linear quadratic 
Gaussian (LQG) control, are introduced. The application of LQG control for the mitigation 
of structural vibration will be given in Chapter 13.

9.5.1 LQR control

Consider an LTI system described by Equation 9.3 and seek a control force in the form of

 u GX= −  (9.26)

such that the following quadratic cost function is minimised:

 
J dtT T= +( )

∞

∫ X QX u Ru
0  

(9.27)

where:
 G   is the optimal state feedback gain matrix
 Q   is the positive semidefinite weighting matrix
 R   is the positive definite weighting matrix

For a closed-loop system, minimising Equation 9.27 subject to the constraint of Equation 
9.3 yields the gain matrix:

 G R B P= −1 T
 (9.28)

where P  is the symmetric positive definite matrix by solving the following algebraic Riccati 
equation:

 PA A P Q PBR B P+ + − =−T T1 0  (9.29)

The existence and uniqueness of the solution of the Riccati equation is guaranteed if the 
pair (A , B ) is controllable and (A , Q 1/2 ) is observable (Preumont 2011). Under these condi-
tions, the closed loop:

 
�X A BG X= −( )  

(9.30)

is asymptotically stable.
It can be seen from Equation 9.30 that the poles of the closed-loop system depend on the 

weighting matrices Q  and R  if the system matrix A  and the matrix B  for the location of 
the control force are fixed. Multiplying both Q  and R  by a scalar coefficient leads to the 
same gain matrix G  and thus the same closed-loop poles. Generally, when the elements 
of weighting matrix Q  are larger, the system response will be reduced more but at the 
expense of a larger control force. When the elements of weighting matrix R  are larger, the 
required control energy will be smaller but the structural response may not be sufficiently 
reduced. Hence, by varying the relative magnitudes of Q  and R , one can synthesise the 
controllers to achieve a proper trade-off between control effectiveness and control energy 
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consumption. In structural control applications, if the controlled variables are not clearly 
identified, it may be sensible to choose Q  in such a way that X TQX  represents the total 
(kinetic plus strain) energy in the system. The matrix R  can usually be chosen as R  =  ς R 1 , 
where R 1  is a constant positive definite matrix and ς  is an adjustable parameter whose 
value is selected to achieve reasonably fast closed-loop poles without excessive values of 
the control effort.

In principle, the LQR approach allows the design of multivariable state feedbacks which 
are asymptotically stable. A major drawback of this type of control law is that the full sys-
tem states X  are assumed to be available for feedbacks. In many practical situations, it is 
almost impossible to obtain all the system states and thus some form of filtering technique, 
for example, the Kalman filter, has been employed to compensate for this limitation. LQG 
control is such an approach which utilises the Kalman filter to estimate the system states and 
employs the estimated states for vibration control. The details of LQG control are given in 
the following subsection.

9.5.2  LQG control 

Consider the controllable and observable LTI system:

 
�X AX Bu w= + +  (9.31)

 Y CX v= +  (9.32)

where:
 w   is the process noise vector
 v   is the measurement noise vector

It is assumed that the pair (A , C ) is observable and that w  and v  are uncorrelated white 
noise processes with zero-mean and variance matrices equal to W  and V , respectively.

Based on the LQR control algorithm mentioned in Section 9.5.1, the optimal control force 
can be designed in the same format as Equation 9.26. However, only partial system states 
are available in this case and the control force cannot be directly determined according 
to Equation 9.26. The Kalman filter technique is thus employed to estimate all the system 
states for the determination of the control force.

The Kalman filter can be built as

 
ˆ ˆ ˆ�
X AX Bu G Y Y= + + −( )KF ;

 
ˆ ˆX Xt0 0( ) =

  
(9.33)

 
ˆ ˆY CX=  (9.34)

where:

 X̂   is the estimated state
 G KF  is the gain of the Kalman filter and can be determined by

 G P C VKF KF
T= −1

 (9.35)
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where P KF  is the error covariance matrix of the filter and can be obtained from the following 
Riccati equation:

 P A AP P C V CP WKF
T

KF KF
T

KF+ − + =−1 0  (9.36)

The estimation error can be defined as DD = −X X̂, and it has been proved that

 
lim
t

E t
→∞

( )  =DD 0
 

(9.37)

 
lim
t

T
KFE t t

→∞
( ) ( )



 = ( )DD DD trace P

 
(9.38)

Thus, based on the estimated states, the optimal control force can finally be expressed as

 u GX= − ˆ
 (9.39)

By substituting Equation 9.39 into Equation 9.33, one obtains the following state equa-
tion of the controlled system:

 
�̂ �X A BG G C X P Y= − −( ) +KF KF ;

 
ˆ ˆX Xt0 0( ) =

  (9.40)

9.6 INDEPENDENT MODAL SPACE CONTROL

In general, the structural responses of a civil structure are dominated by a few mode compo-
nents, such as the first few modes of vibration. Therefore, consideration of such few modes 
of vibration is often sufficient for dynamic analysis with acceptable accuracy. Moreover, in 
practical situations, civil structures are asymptotically stable during their service life. Thus, 
the structural vibration can be reduced by controlling these dominant mode components, 
and such a procedure is named independent modal space control . Obviously, a prerequisite 
for IMSC is that the mode components without control are all asymptotically stable.

The equation of motion of a controlled structure of N -degrees of freedom (DOFs) can be 
expressed as

 
M x C x K x B u0 0 0 0�� �t t t t( ) + ( ) + ( ) = ( )  (9.41)

where:
 M 0 , C 0  and K 0  are the mass, damping and stiffness matrix of the structure, 

respectively
 ��x( )t , �x( )t  and x (t ) are the acceleration, velocity and displacement response, respectively
 u (t ) is the control force
 B 0  is the matrix denoting the location of the control devices

As the name implies, the design of a control system based on IMSC takes place in the 
modal space. By assuming that the damping matrix C 0  is also orthogonal with respect to the 
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mode shape matrix, Equation 9.41 can be decoupled in the generalised modal coordinate by 
using x (t ) = Φ q (t ), resulting in

 
M q C q K q u0 0 0

* * * *�� �t t t t( ) + ( ) + ( ) = ( )  (9.42)

in which

 

M M

C C

K K

0 0

0 0

0 0

*

*

*

=

=

=











FF FF

FF FF

FF FF

T

T

T

 
(9.43)

 
u B u Lu* t t tT( ) = ( ) = ( )FF 0  

(9.44)

where:
 q (t )  is the vector of generalised modal coordinates
 Φ    is the mode shape matrix
 L   is the N   ×  p  matrix in which p  denotes the number of control devices

Assume that only N s   modal shapes and modal coordinates (N s    ≤  N ) are considered and 
a subscript s  is added to the corresponding matrices and vectors for clarity of expression. 
Then, Equations 9.42 through 9.44 can be rewritten as

 
M q C q K q us s s s s s st t t t* * * *�� �( ) + ( ) + ( ) = ( )  

(9.45)

 
x qt ts s( ) = ( )FF

 (9.46)

 
u B L us s

T
st u t t* ( ) = ( ) = ( )FF 0  

(9.47)

For some control algorithms, such as the aforementioned pole assignment or linear opti-
mal control algorithms, the control force in Equation 9.45 can be derived and shown in the 
form of

 

u G
q

qs s
s

s

t
t

t
* ( ) = −

( )
( )











�
 

(9.48)

where G s   is the mode feedback gain matrix, and it can be expressed as two parts to 
match the dimension of the selected modal coordinates. As a result, Equation 9.48 can be 
rearranged as

 

u G G
q

q
G q G qs s s

s

s
s s s st

t

t
t t* ( ) = −[ ] ( )

( )











= − ( ) − ( )1 2 1 2�

�

 
(9.49)
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Since the vectors of generalised modal coordinates are always unmeasurable, the control 
force cannot be directly determined and realised according to Equation 9.49. Therefore, it 
is necessary to transform the format of the control force to u (t ) which can be expressed by 
system states in terms of the structural displacement x (t ) and velocity �x( )t . With the combi-
nation of Equations 9.46, 9.47 and 9.49 and after some deduction, the control force can be 
expressed by

 
u L G x G xt t ts s s s s( ) = − ( ) + ( ) 

− −
1

1
2

1FF FF �
 

(9.50)

where
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(9.51)

It can be seen that the procedure of IMSC essentially shifts the problem of control design 
from a coupled n -order structural system to N  second-order systems (n  = 2· N ), leading to a 
considerably simpler problem with substantial savings in computational efforts. Moreover, 
it is particularly attractive when only a few critical modes of vibration of a structure need 
to be controlled.

9.7 SLIDING MODE CONTROL

In principle, the SMC is suitable for both linear and nonlinear systems and it can be designed 
especially for the system with time-varying parameters. A number of books are available 
for a detailed description of the SMC including its theory and applications (e.g. Utkin 1992; 
Edwards and Spurgeon 1998; Bartolini et al. 2008; Shtessel et al. 2014). This section only 
gives a brief introduction to the SMC for the LTI system as describe by Equation 9.3. In 
general, the SMC includes two aspects: the design of a sliding surface and SMC controllers. 
In other words, the theory of SMC is to design controllers to drive the response trajectory 
into the sliding surface (or switching surface), whereas the motion on the sliding surface is 
stable (Yang et al. 1995a).

9.7.1 Design of sliding surface

The sliding surface for the LTI system described by Equation 9.3 can be given as

 S X= =QQ 0  (9.52)

where:
S    is the p -dimensional sliding surface with p  sliding variables defined as S =  S S Sp

T
1 2 ...

X   is the state vector as mentioned before; p is the number of control devices
Θ    is the p  ×   n  matrix to be determined for sliding surface design
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When the full state feedback is considered, the matrix Θ   can be determined on the basis 
of the aforementioned pole assignment or LQR control algorithm. However, if only partial 
system states are available, Θ   is determined by pole assignment rather than LQR control 
algorithm. In this section, the procedure for the determination of Θ   by LQR control is 
briefly introduced; the readers can find more information on this method in Yang et al. 
(1994, 1995a,b) and Ou (2003).

One systematic approach for the determination of the matrix Θ   is to convert Equation 9.3 
into the so-called regular form by the following transformation (Utkin 1992). Let

 hh YY= X  or X = −YY hh1  (9.53)

in which Ψ   is the transformation matrix as

 

YY =
−









−
−I B B

0 I
n p

p

1 2
1

;
 

YY− −
−

=








1 1 2

1I B B

0 I
n p

p
;
 
B

B

B
=











1

2  
(9.54)

where:
 B 1   is the (n   – p )  ×  p  matrix denoting the location without control devices
 B 2   is the p  ×   p  nonsingular matrix denoting the location with control devices

With the transformation matrix Ψ, the state equation (Equation 9.3) and the sliding sur-
face (Equation 9.52) become

 �hh YY YY hh YY hh= + = +−A Bu A Bu1 ˆ ˆ
 

(9.55)

 S = =Q̂Qhh 0  (9.56)

in which

 Â A= −YY YY 1 ; B̂ 0 B=  2
T T ;

 Q̂Q QQYY= −1
 (9.57)

It can be seen from Equation 9.55 that only the last p  equations involve the equivalent 
control force u . Thus, the equations of motion on the sliding surface are defined by p  equa-
tions in Equation 9.56 and (n  – p ) equations in the upper part of Equation 9.55. Let hh , Â  
and Q̂Q  be partitioned as follows:

 
hh

hh
hh

=










1

2

;
 

ˆ
ˆ ˆ

ˆ ˆ
A

A A

A A
=













11 12

21 22

;
 

ˆ ˆ ˆQQ QQ QQ= 



1 2  (9.58)

where η  1  and η  2  are the (n  – p )-dimensional and p -dimensional vector, respectively.
With simple transformations and letting Q̂Q2 = I , one obtains

 hh QQ hh2 1 1= − ˆ
 (9.59)
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�hh QQ hh1 11 12 1 1= −( )ˆ ˆ ˆA A

 
(9.60)

The matrix Q̂Q1  can be obtained from Equation 9.60 such that the motion η   on the slid-
ing surface is stable. Then, the unknown matrix Θ   can be determined from Equation 9.57.

As mentioned before, the LQR method is employed for the determination of the matrix 
Q̂Q. In consideration of Equation 9.53, the design of the sliding surface S  =  Θ X  = 0 can be 
obtained by minimising the following integral of the quadratic function of the state vector:

 
J dt dtT

t

T T

t
= =  











∞ ∞

∫ ∫X QX T
0 0

1 2
1

2

hh hh
hh
hh  

(9.61)

where

 
T Q

T T

T T
= ( ) =











− −YY YY1 1 11 12

21 22

T

 
(9.62)

in which the dimensions of the matrices T 11  and T 22  are (n  – p )  ×  (n  – p ) and p   ×  p , respectively.
Minimising the performance index J  given by Equation 9.61 subjected to the constraint of 

the equations of motion, one obtains

 hh hh2 22
1

21 10 5 2= − +−. ( )12T A P Tˆ ˆT
 (9.63)

where P̂  is the solution of the following Riccati equation:

 
� �A P PA PA T A P T T T TT T Tˆ ˆ . ˆ ˆ ˆ ˆ+ − = − −( )− −0 5 212 22

1
12 11 12 22

1
12

 
(9.64)

in which �A A A T T= − −ˆ ˆ
11 12 22

1
21 .

A comparison between Equation 9.59 and Equation 9.63 indicates that

 
ˆ . ˆ ˆQQ1 22

1
12 210 5 2= +( )−T A P TT

 
(9.65)

The sliding surface can finally be determined from Equation 9.57 as

 
QQ QQYY QQ YY= = 





ˆ ˆ
1 � Ip

 
(9.66)

9.7.2 Design of controllers using Lyapunov direct method

The controllers are designed to drive the state trajectory into the sliding surface described by 
Equation 9.52. To achieve this goal, a Lyapunov function, L v  , is considered:

 Lv
T T T= =0 5 0 5. .S S X XQQ QQ  (9.67)

The sufficient condition for the sliding mode S  = 0 to occur as t → ∞  is
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� �Lv

T= ≤S S 0  (9.68)

By combining the state equation of motion (Equation 9.3), one obtains

 

� �L uv
T T

i i i

i

p

= = +( ) = −( ) = −( )
=
∑S X S AX Bu uQQ QQ cc LL χ Λ

1  

(9.69)

where:
 u i    is the control force provided by the i th controller

 cc QQ= S BT
 

 LL QQ QQ= − −( )B AX1
 

For �Lv ≤ 0, a continuous controller can be given as

 ui i i i= −Λ δ χ  or u = −LL ddccT  (9.70)

where
 δ i    ≥  0  is referred to as the sliding margin
 δ    is the p  ×   p  diagonal matrix with diagonal elements δ 1 , δ 2 ,… , δ p  

For the discontinuous controller, the control force can be given as

 

ui

i i i

i i i

i

=
− −( ) >
+ −( ) <

=









Λ
Λ

δ ε χ
δ ε χ

χ

H | |

H | |

cc
cc

0

0

0

0

0 0
 

(9.71)

where H(|χ  |  –  ε 0 ) is the unit step function, that is, H(|χ  |  –  ε 0 ) = 0 for |χ  |  <   ε 0  and H(|χ  |–ε 0 ) = 1 
for |χ  |  ≥   ε 0 . In the foregoing expression, |χ  | is any norm of the χ   vector and ε 0  is the thick-
ness of the boundary layer of the sliding surface S  = 0.

9.8 H 2   AND H ∞    CONTROL 

Consider the system Σ P shown in Figure 9.1 as

u

F y2

y1

ΣP

ΣC

Figure 9.1   Configuration of closed-loop control system.
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ΣP :

�X AX Bu DF

y C X D F

y C X B u

= + +

= +

= +











1 1 1

2 2 2
 

(9.72)

where:
 X  and u   are, respectively, the system state and control input as defined before

 F   is the l -dimensional external excitation or disturbance
 D   is the n   ×  l  matrix relating to the location of external excitation
 y 1   is the m 1 -dimensional measured output
 y 2   is the m 2 -dimensional controlled output

Also, consider an arbitrary proper controller Σ C given by

 
ΣC :

�qq qq
qq

c c c c

c c c

= +
= +






A B y

u C D y
1

1  

(9.73)

where:
 θ  c    is the state of controller
 A c  , B c  , C c   and D c   are the matrices related to the selected controller

The controller Σ C is said to be admissible if it provides internal stability for the closed-
loop system comprising Σ P and Σ C. Let Ty F2  denote the closed-loop transfer function from 
F  to y 2  after applying a dynamic controller Σ C to the system Σ P. Thus, the H2  or H∞   con-
trol problem consists of finding a causal controller Σ C which stabilises the system Σ P and 
at the same time minimises the H2  norm or H∞   norm of the transfer function Ty F2 . This 
section firstly introduces the definition of the transfer function Ty F2 , and then, respectively, 
describes the H2  and H∞   control algorithm.

9.8.1 Transfer function and its norms

With proper transformation on the basis of Equations 9.72 and 9.73, one obtains
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(9.74)

or

 

�X A X B F

y C X D F

= +
= +






c c

c c

1 1

2 1 1  (9.75)
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in which X
X

=






qqc

; A
A BD C BC

B C A
c

c c

c c
1

1

1

=
+







 ; B

D BD D

B D
c

c

c
1

1

1

=
+







 ; 

C C B D C B Cc c c1 2 2 1 2= +  ; and D B D Dc c1 2 1= .

The transfer function Ty F2  can be obtained as

 T C I A B Dy F c c c cs s2 1 1
1

1 1( ) ( )= − +−
 (9.76)

The necessary and sufficient condition for the system shown in Figure 9.1 being stable is 
that all the eigenvalues of matrix Ac1  have negative real parts.

Let us define the H2  norm of the transfer function Ty F2  as

 
T T Ty F y F y Fj j d2 2 22

1
2

= ( ) ( ) −∞

∞

∫π
ω ω ωtrace *

 
(9.77)

where Ty F j2
* ω( )  is the complex conjugate of Ty F j2 ω( ) .

The H∞   norm of the transfer function Ty F2  is defined as

 
T Ty F y F j2 2

0
∞ ≤ <∞

= ( ) sup max
ω

σ ω
 

(9.78)

where:
 σ max   denotes the maximum singular value of transfer function Ty F2

The symbol ‘sup’ in Equation 9.78 stands for supremum.

9.8.2 H 2   control algorithm 

For a given system Σ P, the infimum of the H2 -norm of the closed-loop transfer function Ty F2
 

over all the stabilising proper controllers Σ C is denoted by γ2
* , namely,

 
γ2 22

* inf= { }Ty F Σ ΣC Pinternally stabilises 
 

(9.79)

where symbol ‘inf’ denotes the infimum. Then, a stabilising proper controller Σ C is said to 
be a H2 -optimal controller for Σ P if Ty F2 2 2= γ* .

For the case of full state feedback, if the control force is

 
u GX B B B C B P X= − = − ( ) +( )−

2 2

1

2 2
T T T

 
(9.80)

the transfer function yields the condition of Ty F2 2 2= γ* , in which γ2
* = ( )trace D PDT  and P  

satisfies the following algebraic Riccati equation:

 
A P PA C C PB C B B B B C B PT T T T T T+ + − +( )( ) +( ) =

−
2 2 2 2 2 2

1

2 2 0
 

(9.81)

If not all the system states are available, the output feedback would then be adopted. In 
this case, the following assumption should be followed: the pair (A , B ) is stable; pair (A , C1) 
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is observable; matrix B2  is full rank for its column; matrix D1  is full rank for its row; and 
both (A , B , C2 , B2 ) and (A , D , C1 , D1) have no zero point in the imaginary axis. If the posi-
tive semidefinite matrix P  is the unique solution of the Riccati Equation 9.81, and the posi-
tive semidefinite matrix Q  is the unique solution of the following Riccati equation:

 
QA AQ DD QC DD D D D D C QT T T T T T+ + − +( )( ) +( ) =

−
1 1 1 1

1

1 1 0
 

(9.82)

the H2 -optimal controller can then be given as
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(9.83)

in which G B B B C B P= ( ) +( )−
2 2

1

2 2
T T T  and K QC DD D Dc

T T T= +( )( )−
1 1 1 1

1
. This controller sat-

isfies Ty F2 2 2= γ* , in which γ2 2 2
* = ( ) + + +( )



{ }trace traceD PD A P PA C C QT T T .

9.8.3 H ∞    control algorithm 

The definition of optimal H∞   control can be given as finding all the admissible controllers Σ C 
such that Ty F2 ∞  is minimised (Zhou and Doyle 1998). It should be noted that the optimal 
H∞   controllers as defined are generally not unique for multi-input-multi-output systems. 
Furthermore, finding an optimal H∞   controller is often both numerically and theoretically 
complicated. This is certainly in contrast with the standard H2  theory, in which the optimal 
controller is unique and can be obtained by solving the aforementioned Riccati equations 
without iterations. Therefore, it is usually much easier to obtain controllers that are very 
close in the norm sense to the optimal ones, which are called suboptimal controllers . A 
suboptimal controller may also have other nice properties (e.g. lower bandwidth) over the 
optimal ones.

Similarly, for a given system Σ P, the infimum of the H∞  -norm of the closed-loop transfer 
function Ty F2  over all the stabilising proper controllers Σ C is denoted by γ∞

* :

 
γ∞ ∞

= { }* inf Ty F2 Σ ΣC Pinternally stabilises 
 

(9.84)

If a controller Σ C stabilises the system Σ P, and satisfies

 
Ty F2 ∞ ∞< >( )γ γ γ*

 (9.85)

such controller can then be called the γ -order suboptimal H∞   controller.
For the case of full state feedback, if the control force is given as

 
u GX B B B C B P X= − = − ( ) +( )−

2 2

1

2 2
T T T

 
(9.86)

the transfer function will then yield the condition Ty F2 ∞
< γ  where the matrix P  is the 

unique solution of the following algebraic Riccati equation:
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A P PA C C PDD P PB C B B B B C B PT T T T T T T+ + + − +( )( ) +( ) =

−
2 2

2
2 2 2 2

1

2 2 0/ γ
 

(9.87)

If the system states are partially available, for a given γ γ> ∞
* , the output feedback similar 

to the H2  control algorithm can be used. If the positive semidefinite matrix  is the unique 
solution of the Riccati Equation 9.87, and the positive semidefinite matrix Q  is the unique 
solution of the following Riccati equation:

 
QA AQ DD QC C Q QC DD D D D D C QT T T T T T T+ + + − +( )( ) +( ) =

−
2 2

2
1 1 1 1

1

1 1 0/ γ
 

(9.88)

the γ -order suboptimal H∞   controller can then be given as
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in which �A A DD P BG I QP K C D D Pc
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2 2
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T T T= +( )( )−
1 1 1 1

1
.

9.9 ADAPTIVE CONTROL

It is well known that ‘to adapt’ means to change a characteristic or behaviour to con-
form to new circumstances. Intuitively, an adaptive controller is thus a controller that 
can modify its behaviour in response to changes in the dynamics of the process and the 
character of the disturbances (Å strö m and Wittenmark 1995). An adaptive controller 
typically consists of an LTI compensator together with an identifier (or tuner) that is 
used to adjust the compensator parameters; a common approach to tuning is to invoke 
the certainty equivalence principle, whereby it is assumed at each instance of time that 
the system parameter estimate is correct and the controller gains are updated accordingly 
(Miller 2003). Since ordinary feedback and feedforward also try to reduce the effects 
of disturbances and system uncertainties, difference between feedback/feedforward and 
adaptive control immediately arises. Over the years, there have been many attempts to 
define adaptive control formally. Although a meaningful definition of adaptive control is 
still lacking, there appears to be a consensus that a constant-gain feedback or feedforward 
system is not an adaptive system.

Though adaptive control has been extensively and actively investigated and developed 
in both theory and application during the past decades, there are still a number of chal-
lenges and problems. For example, most adaptive controllers are nonlinear, which makes 
their behaviour hard to predict and then results in undesirable action (especially in the 
case of poor initial parameter estimates), such as large transients or a large control signal. 
Moreover, other problems also need to be considered in all adaptive control algorithms, 
such as the problem of impractical control objectives, the transient instability, the suddenly 
unstable closed loop and the changing experimental conditions (Anderson and Dehghani 
2008). Although many obstacles exist in the development of adaptive control, great atten-
tion has been paid in this area and much progress has been made. A variety of books with 
different emphases are available as an introduction to adaptive control (e.g. Å strö m and 
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Wittenmark 1995; Feng and Lozano 1999; Landau et al. 2011; Hou and Jin 2014). Notably, 
adaptive control is a large family, and according to different principles there are different 
ways of categorising the available algorithms, such as feedforward adaptive control and 
feedback adaptive control, direct adaptive control and indirect adaptive control, open-loop 
adaptive control and close-loop adaptive control and so forth. In this section, two broad 
classes of adaptive control, model-based adaptive control and model-free adaptive control, 
are briefly introduced.

At present, most adaptive control techniques and methodologies are model-based, 
which means that they all include the notion of a ‘model’ of the true system and the exis-
tence of an identification mechanism to provide an implicit or explicit system model to 
the adaptive algorithm. Thus, the system model is the starting point and landmark for the 
controller design and analysis, as well as the evaluation criterion and control destination 
for the model-based control methods. In the context of model-based adaptive control, 
a variety of algorithms have been developed, such as multiple model adaptive control 
(Narendra and Balakrishnan 1997; Anderson et al. 2000, 2001; Hespanha et al. 2001; 
Rosa et al. 2009; Baldi et al. 2011), model reference adaptive control (Morse 1996; Blaž ič  
et al. 2003; Huang et al. 2004; Shyu et al. 2008; Yucelen and Haddad 2012), feedback 
linearisation–based adaptive control (Sastry and Isidori 1989; Chen and Khalil 1995; 
Liu and Zhang 2005; Liu 2007; Yang et al. 2009), sliding mode adaptive control (Chen 
et al. 2001; Chen 2006; Xie 2007; Guan and Pan 2008), the backstepping adaptive con-
trol (Zhou et al. 2004; Zhang et al. 2008; Zhou and Wen 2008; Tong et al. 2009) and 
so forth. It is recognised that modelling errors always exist due to the complexity of the 
structural system and the operational environment, and the application of the controllers 
designed on the basis of an inaccurate mathematical model may cause various practical 
problems. Therefore, significant effort has been devoted to the development of robust 
adaptive control to preserve the obvious advantages of model-based control design while 
increasing robustness against model errors (Ioannou and Sun 1996; Sastry and Bodson 
2011; Lavretsky and Wise 2013).

As a counterpart of the model-based adaptive control, another class of adaptive control is 
model-free. The basic idea of the model-free adaptive control is implemented by building a 
virtual equivalent dynamical linearisation data model of the nonlinear system at each opera-
tion point first, then estimating the system’s pseudo partial derivative online by using input 
and/or output data of the controlled system, and designing the controller according to some 
weighted one-step-ahead cost functions (Hou and Jin 2014). Since the model-free adaptive 
control is merely based on the real-time input and/or output measurement data of the con-
trolled system, it is capable of working without prior knowledge of any form of the system 
model and without the modelling process, which implies that a general controller for a class 
of practical processes could be designed independently. This may be the most attractive 
merit for the model-free adaptive control. A number of model-free adaptive control meth-
ods, such as unfalsified adaptive control (Safonov and Tsao 1997; Kosut 2001; Dehghani 
et al. 2007; Jin and Safonov 2012), model-free adaptive predictive control (Tan et al. 2001; 
Hou 2002; Zhang and Zhang 2006), model-free adaptive iterative learning control (Jin 
2008) and so forth can be found in the literature.

Notably, most researches and applications of the adaptive control are in the field of elec-
tronic engineering, mechanical engineering and aerospace engineering. Due to the complex-
ity and large size of civil infrastructures, there are few applications of adaptive control in 
civil engineering, and the corresponding researches are limited as well, focusing on some 
simple structures, such as shear or frame building models with a single DOF or several 
DOFs (Burdisso et al. 1994; Faravelli and Yao 1996; Basu and Nagarajaiah 2008; Bitaraf 
et al. 2010, 2012).
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9.10 ARTIFICIAL INTELLIGENT CONTROL

Artificial intelligence (AI) systems are widely accepted as a technology that offers an alterna-
tive way to tackle complex and ill-defined problems. They are able to learn from examples, 
handle noisy and incomplete data, deal with nonlinear problems and once trained can per-
form prediction and generalisation at high speed. In the field of structural vibration control, 
it has been recognised that AI algorithms can be incorporated into the conventional control 
theory to realise more flexible control systems, and such systems have come to be known as 
intelligent control systems. This section briefly introduces three basic AI control algorithms, 
that is, neural network control (NNC), fuzzy logic control (FLC) and genetic algorithm 
control (GAC), and the corresponding hybrid AI control which combines two or more basic 
AI techniques to perform the specific control task.

Neural networks (NNs) provide a distinctive computational paradigm and have proved 
effective for a range of problems where conventional computation techniques have not 
succeeded, such as some highly nonlinear control problems. NNC or neuro-control is a 
subset of both neural network research and conventional control techniques (Linkens and 
Nyongesa 1996). The fundamental philosophy of NNC is to view a control system as a 
mapping between system state and the actuating commands, with learning regarded as the 
modification of this mapping to improve the control system performance objective. To date, 
NNs are widely used for a large number of diverse applications leading to various groupings 
of NNC with different emphases. For example, Hunt et al. (1992) characterised NNs in 
terms of their learning rules and the network structure. Thus, NNC are classified according 
to whether they use supervised learning or self-learning, and also whether their structure is 
feedforward or a recurrent network. Moreover, Agarwal (1997) proposed hierarchical clas-
sification, starting the basic level from whether the NNs were used as a controller or as an 
aid to a controller. A number of books are available providing a detailed description of the 
design and applications of NNC (e.g. Miller et al. 1995; Hunt et al. 1995; Norgaard et al. 
2000; Sarangapani 2006).

FLC has proved effective for complex, nonlinear and imprecisely defined processes where 
the implementation of standard model-based control techniques is impossible or impracti-
cal. However, a number of difficulties exist for the design of an effective FLC. For example, 
the derivation of fuzzy control rules is often time-consuming and difficult, and relies to 
a great extent on the so-called process experts who may not be able to transcribe their 
knowledge into the requisite rule form. Moreover, no formal framework exists for the selec-
tion of the parameters of fuzzy systems, which means tuning these parameters and learn-
ing models has generally become an important subject of fuzzy control. Thus, from these 
points of view, when conventional control theory yields a satisfactory result and when an 
adequate and solvable mathematical model already exists or can easily be created, FLC are 
not recommended to be used (Kalogirou 2003). For the design of a fuzzy logic controller, a 
general process is defining the structure and the parameters of a fuzzy controller, designing 
the rule base and the computational unit, and determining the rules for defuzzification, that 
is, to transform fuzzy output to control action. A basic requirement for implementing fuzzy 
control is the availability of a control expert who provides the necessary knowledge for the 
control problem. More details on fuzzy control and practical applications can be found in a 
variety of books (e.g. Sugeno 1985; Reznik 1997; Espinosa et al. 2005; Dadios 2012).

Genetic algorithms (GAs) are inspired by the way that living organisms adapt to the 
harsh realities of life in a hostile world, that is, by evolution and inheritance. The algo-
rithm imitates in the process the evolution of a population by selecting only fit individuals 
for reproduction. Therefore, GAs are exploratory search and optimisation procedures that 
are devised on the principles of natural selection and survival of the fittest. There has been 
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widespread interest from the control community in applying GAs to problems in control 
systems engineering. Compared with traditional search and optimisation procedures, GAs 
are robust, global and generally more straightforward to apply in situations where there is 
little or no a priori knowledge about the process to be controlled. Basically, we can encode 
the structure and the parameters of the controllers into a chromosome, and define a fitness 
measure as a function over the performance demands, thus formulating the design problem 
as the minimisation of an objective function with respect to the controller parameters. Since 
GAs only need a fitness function to guide the optimisation process, they can be employed to 
execute this search. The creative combination of a variety of pre-existing control methodol-
ogies and GAs can result in a powerful tool that is able to address real engineering control 
problems. More details on the implementation of GAs for control problem can be found in 
other books (e.g. Man et al. 1997; Jamshidi et al. 2002; Popa 2012).

Based on the aforementioned three types of AI control methods, the hybrid AI control 
using a combination of two or more AI methods is developed. The classical hybrid AI con-
trol is the neuro-fuzzy control (NFC), whereas other types combine GAs and FLC or ANs 
and GAs as part of an integrated problem solution or in order to perform specific separate 
tasks of the same problem. Here, taking the famous NFC as an example, a fuzzy system 
possesses great power in representing linguistic and structured knowledge by fuzzy sets and 
performing fuzzy reasoning and fuzzy logic in a qualitative manner. However, a common 
bottleneck in FLC systems is their dependence on the specification of good rules by control 
experts. NNs, on the other hand, are ‘constructed’ through training procedures and are 
particularly effective at representing nonlinear mappings in a computational fashion, but it 
is not always possible to extract and interpret the learned knowledge contained within them. 
To avoid the individual drawbacks of these two paradigms, the possibility of integrating the 
two technologies is considered, leading to a new kind of system called NFC where several 
strengths of both algorithms are utilised and combined appropriately. The research and 
application of NFC are actively conducted and can be found in many references (e.g. Brown 
and Harris; 1994; Fullé r 2000; Lewis et al. 2002; Siddique 2014).

9.11 SEMI-ACTIVE CONTROL

Control strategies for semi-active devices appear to combine the best features of both pas-
sive and active control systems and to offer the greatest likelihood for near-term acceptance 
of control technology as a viable means of protecting structural systems against earthquake 
and wind loading. According to presently accepted definitions, a semi-active control device is 
one which cannot inject mechanical energy into the controlled structural system (i.e. includ-
ing the structure and the control device), but has properties that can be controlled to opti-
mally reduce the responses of the system (Spencer and Sain 1997; Spencer and Nagarajaiah 
2003). Therefore, in contrast to active control devices, semi-active control devices do not 
have the potential to destabilise (in the bounded input/bounded output sense) the structural 
system. In general, the semi-active controller mitigates structural vibration mainly through 
altering the structural damping, stiffness or, in some cases, both. Various kinds of semi-
active control devices have been introduced in Chapter 4, and a variety of control strategies 
have thus been developed for providing appropriate control signals to command the behav-
iour of these devices. Several commonly used semi-active control strategies for the control 
of magnetorheological (MR) fluid dampers, such as simple bang-bang control law, optimal 
bang-bang control law and clipped optimal control law, are introduced in this section. Some 
applications of the clipped optimal control law for the vibration suppression of a building 
complex will be given in Chapter 13, and the implementation of this control algorithm in 
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smart structures for the simultaneous consideration of the damage detection and vibration 
control in the time domain will be discussed in Chapter 15.

9.11.1 Simple bang-bang control law

A simple bang-bang control law for an MR damper can be expressed as
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where:
 z  = z d    denotes the relative displacement of the MR damper
 u d    is the control force provided by the MR damper
 c d    is the viscous damping coefficient

 fd
max  and fd

min   are the maximum and minimum value of the adjustable Coulomb 
damping force, respectively

It is worth noting that the relative displacement of an MR damper is related to the struc-
tural motion. For example, with rigid connection, the relative displacement of an MR 
damper can be easily determined by the inter-story shift of a building structure. Thus, from 
Equation 9.90, it is obvious that when structural motion is away from its equilibrium posi-
tion, the maximum control force is provided for energy dissipation; otherwise, the mini-
mum damping force will be given. A schematic diagram of the MR damper force determined 
by the simple bang-bang control law is shown in Figure 9.2. It can be seen from Figure 9.2 
that the maximum damping force is provided in the first and third quadrant.

9.11.2 Optimal bang-bang control law

The optimal bang-bang control law can be expressed as
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Figure 9.2   Graphical representation of the simple bang-bang control law.
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In this control law, if the direction of the optimal control force is opposite to the direction 
of structural motion, the maximum MR damping force will be provided; otherwise, the 
minimum one will be given. This algorithm also implies that the force provided by an MR 
damper is merely used for energy dissipation and will not destabilise the structural system.

Figure 9.3 gives two extreme cases of optimal bang-bang control law, that is, the direc-
tion of the control force is always identical or opposite to the direction of structural motion. 
These two extreme cases indicate the MR damper in the so-called passive-off and passive-
on state, respectively. Actually, the MR force determined by the optimal bang-bang control 
law is switched between these two states in many situations.

9.11.3 Clipped optimal control law

It is known that for some semi-active control devices, for example, an MR damper, the volt-
age or current would be a significant variable for adjusting the damping force. From this 
point of view, Dyke et al. (1996) proposed a clipped optimal control algorithm for determin-
ing the MR damper force. The algorithm for selecting the command signal (i.e. the applied 
voltage) is graphically represented in Figure 9.4 and can be concisely stated as

z

Passive-on

Passive-off

fdmax

fdmin

ud

Figure 9.3   Graphical representation of the optimal bang-bang control law.
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Figure 9.4   Graphical representation of the clipped optimal control algorithm.
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where:
 σ i    is the voltage applied to the i th controller
 σi

max  is the maximum voltage to be applied to the i th controller
 u i    denotes the desired optimal force, which can be determined by an appropriate 

active control algorithm, for example, the aforementioned LQG, H2  norm control 
and so forth

 ud
i   is the i th actual control force

 H(· )  is unit step function

When the damper is providing the desired optimal force (i.e. u ui d
i= ), the voltage applied 

to the damper should remain at the present level. If the magnitude of the force produced by 
the damper is smaller than the magnitude of the desired optimal force and the two forces 
have the same sign, the voltage applied to the current driver increases to the maximum 
level so as to increase the force produced by the damper to match the desired control force. 
Otherwise, the commanded voltage is set to zero.

NOTATION

A  System matrix
A c  , B c  , C c  , D c   The matrices related to the selected controller
B  The matrix which is associated with the control vector in the state space 

equation
B 0  The matrix denoting the location of the control devices
c d   Viscous damping coefficient of the MR damper
C  Output matrix
Con , Obs  Controllability matrix, and observability matrix, respectively
D  The matrix relating to the location of external excitation
fd

max , fd
min  The maximum and minimum value of the adjustable Coulomb damping 

force, respectively
F  External excitation or disturbance
G , ′G  State feedback gain matrix and output feedback gain matrix, respectively
G s   Mode feedback gain matrix
G KF  Gain of Kalman filter
I  Identity matrix
M 0 , C 0 , K 0  Mass, damping and stiffness matrix, respectively
M0

* , C0
* , K0

*  Modal mass, modal damping and modal stiffness matrix, respectively 
P  The solution of the corresponding algebraic Riccati equation
P KF  Error covariance matrix of the Kalman filter
q (t ) Vector of generalised modal coordinates
Q  Positive semidefinite weighting matrix
R  Positive definite weighting matrix
s  Laplace operator
S  Sliding surface
Ty F2  The closed-loop transfer function from F  to y 2  after applying a dynamic 

controller to the system



280 Smart civil structures

Ty F j2
* ( )ω  The complex conjugate of Ty F j2 ( )ω .

u  Control force
u d   Control force provided by the MR damper
ud

i  The i th actual control force
W C (t ), W c   Controllability Gramian, and its steady state
W O (t ), W o   Observability Gramian, and its steady state
��x( )t , �x( )t , x (t ) Structural acceleration, velocity and displacement, respectively
X  System state vector
y 1  Measured output
y 2  Controlled output
z  The relative displacement of the MR damper
γ2

*
 The infimum of the H2 -norm of the closed-loop transfer function Ty F2  

over all the stabilising proper controllers
γ∞

*  The infimum of the H∞  -norm of the closed-loop transfer function Ty F2  
over all the stabilising proper controllers

Δ   The estimation error for Kalman filter
η   A regular form for the transformation of system state
θ  c   State of the controller
Θ   A matrix to be determined for sliding surface design
λ j  The j th eigenvalue of the system in the complex form
ʘ   State transition matrix
σ i   The voltage applied to the i th controller
σi

max  The maximum voltage to be applied to the i th controller
Φ   Mode shape matrix
Ψ   Transformation matrix
ω j  , ζ j   The j th natural frequency and damping ratio, respectively
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Chapter 10

Control device placement

10.1 PREVIEW

The sensor, control device and processor that are described, respectively, in Chapters 3 
through 5 can be viewed as hardware devices for the establishment of an entire control 
system, whereas the control algorithms introduced in Chapter 9 can be viewed to some 
extent as software for the realisation of the optimal control of civil structures. To enhance 
control performance, one can target the improvement of the quality of hardware devices and 
develop more efficient and reasonable control algorithms. Nevertheless, with the given hard-
ware and software, control effectiveness will strongly depend on the locations of control 
devices in the structure, because it is impractical and uneconomical to install control devices 
in all the possible locations of a large-scale civil structure. Therefore, it is highly desirable to 
investigate control device placement in a civil structure for the purpose of improving control 
efficiency and cost. A control device is defined in this book as a type of device that is respon-
sible for moving or controlling a civil structure, including not only the actuator operated by 
a source of energy, but also the damper operated without external energy. This chapter first 
reviews some existing control device placement methods for passive control systems, active 
control systems, semi-active control systems and hybrid control systems. Then, by taking 
the linear quadratic performance index as an objective function, an increment-based algo-
rithm is presented in this chapter for the optimal placement of active/passive control devices 
in terms of the sequence of the calculated performance index increments and the number 
of control devices to be used. With the control devices in their optimal places, the seismic 
response of the building is computed using the suboptimal control gain derived on the basis 
of the minimum error principle, from which the equivalent optimal parameters of passive 
devices can also be determined.

10.2 REVIEW OF CONTROL DEVICE PLACEMENT METHODS

One of the important issues in the controlled structures is how to place a minimum number 
of discrete control devices at their respective optimal locations to achieve a desirable control 
performance. This issue is particularly important for large civil structures, because of their 
huge sizes and complex structural systems. Extensive studies have thus been performed, 
and much progress has been made in optimal control device placement. However, techni-
cal reviews on optimal control device placement for civil structures are very limited. The 
aim of this section is to provide a brief introduction to some existing methods for optimal 
placement of passive control devices, active control devices, semi-active control devices and 
hybrid control devices in civil structures.



286 Smart civil structures

Previous studies (e.g. Chang et al. 1995; Miyamoto and Singh 2002; Yang et al. 2003) 
showed that passive control devices can be used to reduce seismic responses of civil struc-
tures effectively. Nevertheless, the control performance of passive control devices, such as 
the energy dissipation devices described in Chapter 4, strongly depends on their locations 
within a structure. A great amount of research has been conducted to find the optimal loca-
tions of passive control devices by defining appropriate objective functions (performance 
indices) and designing efficient optimisation algorithms in either the frequency domain or 
the time domain.

For example, an efficient and systematic procedure was proposed to find the optimal 
damper placement with the aim of minimising the sum of the transfer function amplitudes 
of the inter-story drifts evaluated at the un-damped fundamental natural frequency of a 
structural system subject to a constraint on the sum of the damping coefficients of added 
dampers (Takewaki 1997, 2000; Takewaki and Yoshitomi 1998; Takewaki et al. 1999). 
Some other objective functions regarding the usage of transfer functions for passive control 
device placement include minimising the amplitude of a transfer function of the tip deflec-
tion evaluated at one of the un-damped natural frequencies (Takewaki 1998), minimising 
the transfer function amplitude of the base shear force evaluated at the un-damped fun-
damental natural frequency (Aydin et al. 2007; Aydin and Boduroglu 2008; Sonmez et al. 
2013), minimising the transfer function amplitude of the elastic base moment evaluated 
at the fi rst natural circular frequency of the structure (Aydin 2012), minimising the norm 
absolute acceleration transfer function evaluated at the un-damped fundamental natural 
frequency (Cimellaro 2007; Cimellaro and Retamales 2007) and minimising the sum of 
the square of the absolute values of the transfer matrix elements (Mousavi and Ghorbani-
Tanha 2012). For the methods using the objective functions defined in the time domain, 
most of them find the optimal damper configurations in terms of minimisation of the 
peak and/or root-mean-square (RMS) responses of displacement and/or acceleration. For 
example, based on the RMS value of the inter-story drift of a multi-story building frame, 
the idea of the controllability index was applied to fi nd optimal damper placement (Shukla 
and Datta 1999). Four optimal location indices, which were related to RMS responses of 
acceleration, were presented by Chen and Wu (2001) for the optimal placement of multiple 
tuned mass dampers in building structures subject to ground excitations. On the basis of 
H∞   and H2  performances, Yang et al. (2002) presented two optimal design methodolo-
gies for passive energy dissipation devices, which were capable of determining not only the 
optimal passive damper locations but also their corresponding optimal capacities. With 
the linear combination of story-drift angle, acceleration and story displacement, Ou and 
Li (2012) presented an objective function for optimal placement of passive energy dissipa-
tion devices in seismically excited building structures by using genetic algorithms (GAs). 
Besides the aforementioned investigations conducted in the shear building structures, the 
research on optimal damper configuration has also been conducted for some other struc-
tural systems, such as three-dimensional frame structures in consideration of translation–
torsion coupling effects (Wu et al. 1997), long-span suspension bridges (Wang et al. 2010), 
adjacent building systems (Bigdelia et al. 2012), high reinforced-concrete frame structures 
(Martí nez et al. 2014) and flexural steel frame structures (Estekanchi and Basim 2011; 
Amouzegar et al. 2014). Moreover, some comparative studies have also been carried out 
and demonstrated that different objective functions or performance indices often lead to 
different optimal damper placements (Agrawal and Yang 1999; Liu et al. 2004, 2005; 
Whittle et al. 2012).

To realise the defined objective function, an optimisation algorithm must be developed to 
seek global or local optimal solutions for passive damper placement. There are three types 
of optimisation algorithms: enumerative, random and calculus-based search algorithms 
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(Cheng et al. 2008). Theoretically speaking, enumerative search algorithms are able to find 
global optimal solutions, but there is no guarantee that random and calculus-based search 
algorithms can do so, especially for problems with a high degree of nonlinearity and discon-
tinuity. Enumerative search algorithms are fairly straightforward. Within the given search 
space, such algorithms assess the value of the objective function at every point, one at a 
time. Since all the possible cases will be evaluated and compared with others, global optimal 
solutions can be guaranteed. However, enumerative algorithms are rather time-consuming 
and inefficient, especially for large-scale civil structures. For example, the selection of k  
damper locations out of m  possible story units (m   >  k ) leads to the total number of cases 
being m !/[k !(m  –  k )!], which means that the placement of 20 dampers in a 40-story build-
ing will have 1.38  ×  1011  possible cases. Random search algorithms use random choices as 
a tool to guide a highly exploitative search through the given search space. The integer heu-
ristic programming is one kind of random algorithm to choose a set of k  discrete (integer) 
optimal locations out of m  possible locations (m   >  k ) for the optimal placement of dampers 
(Agrawal and Yang 1999). Heuristic techniques for optimal damper placement include the 
worst-out-best-in (WOBI) algorithm and the exhaustive single point substitution (ESPS) 
algorithm (Haftka and Adelman 1985), the sequential search algorithm (SSA) (Zhang and 
Soong 1992) and a simplified SSA method (Lopez Garcia 2001; Lopez Garcia and Soong 
2002). Other well-known random search algorithms, such as GAs (Singh and Moreschi 
2002; Bishop and Striz 2004; Wongprasert and Symans 2004) and simulated annealing 
algorithms (Chen et al. 1991; Milman and Chu 1994) have also been utilised for the optimal 
placement of passive control devices. Different from random search algorithms, calculus-
based algorithms seek the solution by setting the gradient of the objective function equal 
to zero. Thus, the direction that reduces or increases the objective function most effectively 
under the predetermined constraint condition should first be found, and the design or opti-
misation is then updated in that direction. The steepest direction search algorithm, which 
is implemented on the basis of sensitivities of the objective function with respect to the 
designed variables, can be viewed as one of the widely used calculus-based algorithms for 
optimal placement of passive control devices (Takewaki 1997, 2000; Singh and Moreschi 
2001; Bilbao et al. 2009; Fujita et al. 2010).

For an active control system, the placement of discrete active control devices should first 
consider the stability and controllability of the control system, as mentioned in Chapter 9. It 
is of particular importance in the control of a civil structure, where the placement of control 
devices near a nodal point of a vibration mode may result in significant difficulty or even 
inability to control this mode. Cheng and Pantelides (1988) computed the controllability 
index associated with each story of a multi-story building, from which the optimal loca-
tion of active control devices was provided. By maximising the controllability Gramian, a 
performance criterion was proposed for the optimal placement of piezoelectric patch actua-
tor locations on a flexible plate structure (Peng et al. 2005). As described in Chapter 9, a 
variety of control algorithms have been developed for adjusting the optimal control forces 
of actuators to achieve a desirable control performance. Therefore, the optimal locations of 
active control devices are inevitably related to the control algorithms selected. For example, 
within the framework of modal control of a large system, Chang and Soong (1980) pro-
posed an approach for optimal placement of a limited number of actuators such that the 
total energy required for control is minimised. By using output feedback control to enhance 
the damping of the critical modes of a structure, Lu et al. (1994) chose the controllability 
and robustness of the tendon control system as the criterion for optimal tendon placement. 
Abdullah (2000) presented an algorithm for the optimisation of output feedback gains and 
actuator placement for slender civil structures. On the basis of certain control logic, a prac-
tical sequential procedure was developed to suboptimally place active piezoelectric friction 
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dampers to control the seismic responses of a nonlinear 20-story steel building (Chen and 
Chen 2002). Based on full-state feedback control, a general statistical method was proposed 
for optimal actuator placement of seismically excited structures (Cheng et al. 2002, 2008). 
On the basis of the LQG algorithm, Agranovich and Ribakov (2010) developed a simple 
alternative method for efficient placement of active control devices in seismically excited 
structures. Moreover, with the rapid development of computing technologies, some intelli-
gent algorithms, such as GAs (Rao et al. 1991; Yan and Yam 2002; Liu et al. 2003; Li et al. 
2000, 2004; Tan et al. 2005; Rao and Sivasubramanian 2008) and neural network (Amini 
and Tavassoli 2005), have also been actively investigated and employed for the optimal 
placement of active control devices.

As compared with passive and active control systems, the research on optimal control 
device placement in semi-active control systems is relatively limited. Although a number 
of semi-active control devices have been developed for vibration control, as described in 
Chapter 4, most researchers focus on the optimal placement of one kind of well-known 
semi-active control device; that is, magnetorheological (MR) dampers. For example, by 
using a multi-objective binary GA, Kwok et al. (2007) presented an efficient algorithm for 
the optimal placement of MR dampers in a high-rise building model. Based on a stochas-
tic linearisation method and a multi-objective GA, Ok et al. (2008) proposed an optimal 
design method for the determination of locations and characteristics of nonlinear hysteretic 
dampers to enhance the seismic performance of two adjacent building structures. Li et al. 
(2010) proposed a two-phase optimisation process for the placement of MR dampers for a 
nonlinear benchmark structure with the aid of GAs. An improved version of the ant colony 
optimisation algorithm was presented by Amini and Ghaderi (2012, 2013) for choosing 
optimal locations of MR dampers in civil structures. Moreover, the investigation of optimal 
placement of semi-active friction dampers has also been conducted. A step-by-step heuristic 
approach was employed by Chen and Chen (2004) for the optimal placement of piezoelec-
tric friction dampers to improve the semi-active control of a 20-story benchmark building.

As defined in Chapter 4, hybrid control devices are those achieved by the combination of 
passive, active or semi-active control devices. Thus, technically speaking, the optimal place-
ment of hybrid control devices would be much more complicated if the cost, performance 
and characteristics of different control devices were required to be taken into consideration 
simultaneously. To date, there have been few studies on the optimal placement of hybrid 
control devices. However, in general, there is still some consensus for the determination 
of locations of hybrid control devices. For example, the hybrid mass dampers are usually 
located on the top or the upper floor of the building structure, whereas the hybrid base iso-
lation devices are basically placed near the bearings or on the bottom floor of the building 
structure.

In principle, the design of control devices involves two aspects: one is to determine the 
optimal number and placement of control devices in a structure; the other is to find the 
optimal control law for active/hybrid/semi-active control devices or the optimal damper 
parameter for passive control devices. Most previous studies, as reviewed in this section, 
have focused on the investigation of the optimal number and placement of control devices 
in a structure, but with either the control law or the damper parameter predetermined. 
Moreover, a great number of researchers have been dedicated to developing various types of 
control devices and improving the efficiency of the associated control systems, as described 
in Chapter 4. A variety of control algorithms for active and semi-active control systems have 
also been developed, as introduced in Chapter 9. However, very little information is avail-
able on the determination of both the optimal placement and the optimal parameters of 
control devices in a structure at the same time. In this chapter, a relatively simple increment-
based algorithm is presented for the optimal placement of active/passive control devices in 
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a structure (Xu and Teng 2002). The linear relation between the increment of the perfor-
mance index and the change in the position matrix of the control devices is first established, 
based on the assumption that the control gain remains unchanged. The optimal placement 
of control devices is then determined in terms of the sequence of the calculated performance 
index increments and the number of control devices to be used. With the control devices 
in their optimal places, the seismic response of the building is finally computed using the 
suboptimal control gain derived using the minimum error principle, from which the equiva-
lent optimal parameters of passive devices can also be determined. The applicability of 
the aforementioned approach and its limitations are carefully examined through numerical 
examples. The results from the numerical examples show that the approach is quite accu-
rate and effective in determining the optimal placement and optimal parameters of control 
devices if the number of control devices removed is limited to a certain range.

10.3  INCREMENT ALGORITHMS FOR 
CONTROL DEVICE PLACEMENT

Consider a seismically excited tall building modelled by an n -degree-of-freedom (DOF) 
lumped mass–spring–dashpot system with active/passive control devices. The matrix equa-
tion of motion of the controlled building can be written as

 
Mx Cx Kx M1x DU�� � ��( ) ( ) ( ) ( )t t t tg+ + = − +

 
(10.1)

where:
 x (t ) is the n -dimensional displacement vector relative to the ground
 M , K  and C  are, respectively, the n   ×  n  mass, stiffness and damping matrix of the 

building structure
 1  is an n -dimensional vector, with all elements being unity
 ��xg  is the ground acceleration
 U (t ) is the m -dimensional control force vector
 D  is the n  ×   m  matrix denoting the location of the control force

Equation 10.1 can also be converted to the following continuous state-space equation:
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The following linear quadratic performance index, as introduced in Chapter 9, is usually 
chosen for study in structural vibration control under random disturbance (Housner et al. 
1997; Soong 1990):
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where:
 Q  is a 2n  ×   2n  positive semi-definite weighting matrix for the structure response
 R  is an m  ×   m  positive definite weighting matrix for the control force
 E  is the expectation operator
 t f   is the duration defined to be longer than that of the earthquake

For a closed-loop control configuration with the ground motion being a white noise ran-
dom process, minimising Equation 10.4 subject to the constraint of Equation 10.2 results in 
the following optimal control force:

 U GZ= −  (10.5) 

where G  is the control gain, given by

 G R B P= −1 T
 (10.6)

The matrix P  is the solution of the classical Riccati equation:

 A P PA PBR B P Q 0T T+ − + =−1

 (10.7)

The substitution of Equation 10.5 into Equations 10.2 and 10.4 leads to
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(10.8)
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in which

 Q Q G RG= + T
 (10.10)

The solution of Equation 10.8 with an initial condition Z (t  = 0) = Z 0  can be expressed as

 
Z Z W( ) ( ) ( ) ( )t t t

t
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d
 

(10.11)

where

 
ψ λ λ λ( ) exp ( ) ( , ,..., )t t e e et t tn= −{ } = −A GB diagFF FF1 2 2 1

 
(10.12)

where λ  1 , λ  2 , … , λ  2 n   are the eigenvalues of matrix (A   – BG ) and Φ   consists of all the 
eigenvectors.

Assume that the initial condition of the structure and the ground motion are completely 
uncorrelated and note that the mean value of the ground excitation is zero. Then, the substi-
tution of Equation 10.11 into Equation 10.9, with some mathematical manipulation, yields
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in which
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(10.14)

 S Q0( ) ( ) ( )t t tT= ψ ψ  (10.15)

Consider that only a few control devices are moved away from a tall building having a 
large number of story units equipped with control devices, and note that some uncertainties 
will be involved in the trial-and-error selection of the new weighting matrices for the con-
trolled building with a few control devices removed. The position matrix of control devices 
B  will then have a change Δ B , but the control gain G  may be assumed to remain unchanged. 
As a result,
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in which
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The change of the position matrix of control devices B  with Δ B  leads to the increment of 
the performance index Δ J . Then, use of the trace theorem of a matrix yields
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in which

 
R Z Z0 0 0= T

 
(10.20)



292 Smart civil structures

 
F W W=







∫E T

tf

( ) ( )τ τ τd
0  

(10.21)

If the i th control device is removed, the increment of the performance index is then

 
∆ ∆Ji m i= − +( ){ }tr R F S B G0     (i = 1, 2, 3, …, m) (10.22)

The optimal performance index expressed by Equation 10.13 is the result of minimising 
the performance index expressed by Equation 10.4 with the constraint of Equation 10.2. 
It implies that the maximum response reduction of the structure with reasonable control 
power can be obtained. Then, the increment of the optimal performance index due to the 
removal of the i th control device, calculated by Equation 10.22, reflects the sensitivity of 
the i th device to the optimal performance index. A small increment of the index means a 
low sensitivity and less importance of the i th control device for the total control perfor-
mance, whereas a high increment implies that the i th control device has great influence 
over the total control performance. Therefore, based on the calculated increments from the 
removal of each control device, the sequence of importance of all the control devices can 
be achieved.

Furthermore, if only a few (say s ) control devices are moved away from a tall building 
having a large number of story units equipped with control devices, and the control gain 
G  can be assumed to remain constant, one may obtain the following linear relations with 
respect to a change in the position matrix of control devices and in the increments of the 
performance index due to the change of position matrix of control devices:
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These linear relations provide great convenience for determining the optimal placement 
of control devices.

10.4 SUBOPTIMAL CONTROL GAIN AND RESPONSE

Once the optimal placement of control devices is determined, one may use Equation 10.8 to 
compute the controlled building response if only a few (say s ) control devices are removed 
from the building having a large number of story units equipped with control devices (say, m  
control devices or a fully controlled building). However, the use of the control gain G  deter-
mined for the fully controlled building may not be good enough to determine the seismic 
response of the controlled building with k  (= m   – s ) control devices in their optimal place-
ments. In this connection, a suboptimal control gain G d   of dimension k  ×   2n  is presented 
herein to replace G  of dimension m  ×   2n .
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The relation between the position matrix B  of dimension 2n  ×   m  for the fully controlled 
building and the reduced-order position matrix B d   of dimension 2n  ×   k  for the k  control 
devices at their optimal placement can be written as

 B BCd sd=  (10.25)

For a building with k  control devices at their optimal placement, the governing equation 
for determining the controlled building response vector Z d   is

 
�Z A B G Z Wd d d d= −( ) +  

(10.26)

The matrix G d   in this equation is selected in such a way that the response vector Z d   of 
the building with k  control devices approaches the response vector Z  of the fully controlled 
building as closely as possible. Comparing Equation 10.26 with Equation 10.8, the response 
error can be written as
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(10.27)

in which

 DD( ) ( ) ( )t t td= −Z Z  (10.28)
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Clearly, the response error depends on the excitation error e . However, the excitation 
error e  is not equal to zero in general. Thus, one may find the suboptimal control gain G d   
to minimise the excitation error, that is, to minimise the following objective function with 
the identity matrix R e  :
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By using the Lyapunov direct method, Equation 10.30 can be expressed as
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where the matrix P  should satisfy the following equation:
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Then, according to the method given by Levine and Athans (1970), the problem becomes 
one of finding the suboptimal control gain G d   to minimise tr( )P  subject to the constraint of 
Equation 10.32:
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where H  is a Lagrange multiplier matrix. As a result, by carrying out the first-order partial 
differentiation
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one may have the suboptimal control gain
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Once the suboptimal control gain G d   is obtained by Equation 10.35, the suboptimal 
response of the controlled building with k  control devices at their optimal placements can 
be obtained by solving Equation 10.26.

10.5 EQUIVALENT OPTIMAL PARAMETERS OF CONTROL DEVICES

Let us consider an n -story two-dimensional linear elastic shear building subject to ground 
motion, as shown in Figure 10.1. The mass of the building is concentrated at its floor, and 
the stiffness is provided by its massless columns. By using the increment algorithm proposed 
in Section 10.3 and the suboptimal control gain suggested in Section 10.4, the optimal 
placement of the k  control devices and the response of the controlled building with the k  
control devices at their optimal placement can be determined. Assume that these control 
devices are passive dampers described by the Voigt model, that is, a combination of a linear 
and elastic spring and a viscous dashpot connected in parallel. Now let us determine the 
equivalent optimal parameters for these passive dampers.

For the j th passive damper located at the i th floor of the building, the displacement and 
velocity of the j th damper can be determined by
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where α i   is the angle of the damper to the floor. Introduce a position vector L ni   as

 Lni
T T= { }0 0 1 0 0… …  (10.37)

where the subscript n  is the dimension of the vector, and the subscript i  means that only 
the i th element is unity while all the other elements are zero. Then, Equation 10.36 can be 
expressed as
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in which
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Equation 10.38 can also be written as

 w L Zji
T

ji d= 21 Γ  
(10.40)
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The standard deviations of the displacement and the velocity of the j th damper are thus
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Figure 10.1   Structural model of a tall building with control devices.
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in which V z   is the matrix of the correlation function of the response vector Z d  .
The suboptimal control force vector U d   = –G d   Z d   obtained from Section 10.4 can be 

resolved as two components: the stiffness force vector and the damping force vector. For the 
j th damper at the i th floor, the stiffness force and damping force are given by, respectively,
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The standard deviations of the stiffness force and damping force of the j th damper at the 
i th floor are, respectively,
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The equivalent optimal stiffness and damping coefficients of the j th damper at the i th 
floor are, therefore, given by
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10.6 NUMERICAL EXAMPLE FOR ACTUATOR PLACEMENT

A six-story two-dimensional linear elastic shear building is selected to evaluate the appli-
cability and limitation of the increment algorithm and the suboptimal control gain sug-
gested in this chapter. The structural parameters of the building are listed in Table 10.1. 
The Kanai–Tajimi filtered white noise spectrum is used as the earthquake excitation spec-
trum. The parameters in the filtered white noise spectrum are selected as ω g  = 15.0 rad/s, 
ξ g  = 0.65 and S0  = 4.0  ×  10–3  m2 /rad· s3 . There is no building motion when the time is equal 
to zero.
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For a fully controlled building, every story is equipped with one actuator (active control 
device). Then, Equation 10.22 is used to calculate the increments of performance index, 
∆Ji (i  = 1, 2, … , 6), owing to the removal of actuators one by one. The results are shown 
in Figure 10.2a, from which one may see that the optimal sequence of actuator locations 
is (3, 1, 5, 2, 4, 6). As mentioned in Section 10.3, Equation 10.22 is derived based on the 
assumption that the full control gain G  remains unchanged even though only one actuator is 
removed. To examine the effect of the assumption, the increment of the performance index 
due to the removal of the i th actuator is calculated based on Equation 10.13. That is, the 
removal of the i th actuator first results in the new control position matrix B i  . Then, the use 
of Equations 10.6 and 10.7 leads to the new control gain matrix G i  , and the use of Equation 
10.10 yields the new matrix Qi . Finally, the use of Equations 10.12 through 10.15 gives the 
performance index J i  . The increment ∆Ji of the performance index due to the removal of 
the i th actuator is equal to (J i   – J ), where J  is the performance index of the building with 
the actuators fully installed. In this way, the increments of the performance index ∆Ji (i = 1, 
2, … , 6) due to the removal of the actuators one by one are calculated and are displayed 
in Figure 10.2b. Comparing these with the results presented in Figure 10.2a, one may see 
that, even though the increments of the performance indices may have slight differences, the 
optimal sequence of actuator locations is the same (3, 1, 5, 2, 4, 6). Therefore, the use of 
Equation 10.22 to calculate the increment of the performance index due to the removal of 
one actuator and to obtain the optimal sequence of actuator location is quite satisfactory for 
the six-story building. Certainly, it would be even better for a tall building.
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Figure 10.2    Effect of control gain on performance index increment: (a) constant control gain, (b) optimal 
control gain.

Table 10.1    Structural parameters of the six-story building

Floor number Mass (kg) Stiffness (N/m) Damping (N· s/m) 

1 2793.0 4137.0  ×  104 34.40  ×  104 
2 2793.0 4137.0  ×  104 34.40  ×  104 
3 2793.0 3014.0  ×  104 20.50  ×  104 
4 2793.0 3014.0  ×  104 20.50  ×  104 
5 2793.0 1943.0  ×  104 10.40  ×  104 
6 2793.0 1943.0  ×  104 10.40  ×  104 
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In a similar way to the evaluation of Equation 10.22, the linear relations Equations 
10.23 and 10.24 are also examined using the six-story shear building. Based on the optimal 
sequence of actuator location, the sixth actuator is removed first and the increment of the 
performance index is calculated using the two methods described. The sixth and fourth 
actuators are then removed and the corresponding increment of the performance index is 
calculated, also using these two methods. Then, the sixth, fourth, second and fifth actua-
tors are removed, following the removal of the sixth, fourth and second actuators. Finally, 
all actuators are taken away, after the removal of the sixth, fourth, second, fifth and first 
actuators. The calculated increments of the performance index from the two methods for 
each case are depicted in Figure 10.3. It can be seen that the use of linear Equations 10.23 
and 10.24 gives satisfactory results for the removal of actuators up to the first three. The 
further removal of actuators may lead to some significant errors, but this may be solved by 
implementing the proposed increment algorithm in several steps.

Now, let us evaluate the suboptimal control gain in terms of both the optimal performance 
index and the maximum seismic displacement response of the building. One method of doing 
so is to use the suboptimal control gain, and the other method is to follow the conventional 
optimal control theory for the given actuators at the given locations. The comparison of 
optimal performance indices is displayed in Figure 10.4a. It can be seen that, with more 
actuators removed, the difference between the optimal performance indices of the two meth-
ods becomes greater. However, with the first three actuators removed, the difference in the 
optimal performance indices is quite acceptable. The comparison of the maximum displace-
ment response of the building is depicted in Figure 10.4b. It can be seen that the displacement 
responses of the building using the suboptimal control gain are close to those using the opti-
mal control gain, following the conventional control theory for the building with the three 
actuators on the first, third and fifth floors. The displacement responses of the building with 
the three actuators obtained by the two methods described both approach those of the fully 
controlled building. The control performance of the building with the three actuators at their 
optimal placements determined by the proposed approach is quite satisfactory if compared 
with the maximum displacement responses of the building without control.

To demonstrate further the applicability of the described approach, the optimal place-
ment of the actuators and the optimal response of the 18-story two-dimensional linear 

800

700

600

500

400

300

200

100

0 0 1 2 3
Number of removed control devices

To
ta

l i
nc

re
m

en
t o

f p
er

fo
rm

an
ce

 in
de

x

4 5 6

Constant control gain
Optimal control gain

Figure 10.3    Effect of control gain on total increment of performance index.



Control device placement 299

elastic shear building are investigated under either the N-S 1940 El-Centro ground excita-
tion or the artificial Shanghai ground excitation, which contains significant energy at low 
frequencies. The structural parameters of the building are listed in Table 10.2, in which the 
damping coefficients given imply that the first two modal damping ratios of the building are 
about 3.4%. The initial motion of the building is assumed to be zero.

The computed increments of the performance index due to the removal of actuators one 
by one using Equation 10.22 are plotted in Figure 10.5 for a building originally equipped 
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Figure 10.4   Evaluation of suboptimal control gain: (a) optimal performance index, (b) maximum displacement.

Table 10.2    Structural parameters of the 18-story building

Floor number Mass (kg) Stiffness (N/m) Damping (N· s/m) 

1–4 5278.0 8956.0  ×  104 51.3  ×  104 
5–8 5278.0 5542.0  ×  104 42.1  ×  104 
9–12 5278.0 3837.0  ×  104 34.4  ×  104 
13–16 5278.0 3014.0  ×  104 26.5  ×  104 
17–18 5278.0 2176.0  ×  104 10.4  ×  104 
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Figure 10.5   Optimal sequence of control devices (El-Centro wave).
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with actuators at every floor under the El-Centro wave. The optimal sequence of actua-
tor locations is seen to be (5, 9, 6, 10, 7, 1, 8, 11, 2, 3, 13, 4, 12, 14, 15, 16, 17, 18). By 
arranging nine actuators according to the optimal sequence (5, 9, 6, 10, 7, 1, 8, 11, 2) and 
using the suboptimal control gain, the maximum displacement responses of the building are 
computed and compared with those of the fully controlled building and those of the uncon-
trolled building (see Figure 10.6). It is clear that the control performance of the building 
with the nine actuators at their optimal placements determined by the approach described 
is close to that of the fully controlled building. The maximum displacement responses of 
the uncontrolled building are reduced tremendously because of the installation of the nine 
actuators at their optimal placements. This can be also seen from the time histories of dis-
placement response at the top of the building with the nine actuators and without control, 
as shown in Figure 10.7.
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A similar exercise is applied to the same building but under the Shanghai artificial wave. 
The computed increments of the performance index are plotted in Figure 10.8. The optimal 
sequence of actuator locations becomes (9, 5, 6, 10, 7, 11, 8, 13, 1, 2, 3, 12, 4, 14, 15, 16, 
17, 18), indicating that ground motion will affect the optimal sequence of actuator loca-
tions. However, if nine actuators are selected, one may find that the optimal placements of 
the actuators are almost the same, except that one actuator is moved from the second floor 
to the 13th floor. The control performance of the building with the nine actuators at their 
optimal locations is again close to that of the fully controlled building (see Figure 10.9). The 
maximum displacement responses of the uncontrolled building are significantly reduced, as 
shown in Figures 10.9 and 10.10.
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Figure 10.8   Optimal sequence of control devices (Shanghai wave).
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10.7 NUMERICAL EXAMPLE FOR PASSIVE DAMPER PLACEMENT

The 18-story shear building used as the numerical example for active control is now 
employed as a numerical example for passive control. In consideration of determining the 
matrix of correlation function of the building response, V z  , the Kanai–Tajimi filtered white 
noise spectrum, is again utilised as the excitation spectrum of ground motion. The parame-
ters in the filtered white noise spectrum remain as ω g  = 15.0 rad/s, ξ g  = 0.65 and S0  = 4.0  ×  10−3  
m2 /rad· s3 . There is no building motion when the time is equal to zero.

The increments of the performance index due to the removal of control devices one by one 
are computed using Equation 10.22 and depicted in Figure 10.11. The sequence of control 
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device locations is optimally arranged as (5, 9, 6, 10, 7, 1, 2, 8, 11, 3, 4, 13, 12, 14, 15, 
16, 17, 18), which is slightly different from that under the El-Centro wave or the Shanghai 
artificial wave. However, if only nine control devices are selected, the optimal sequence 
becomes (5, 9, 6, 10, 7, 1, 2, 8, 11) and the stories involved are the same as the case under 
the El-Centro wave. The matrix of correlation function of the building response with the 
nine control devices at their optimal positions is then computed. The use of Equations 10.49 
and 10.50 with the computed matrix of correlation functions then provides the equivalent 
optimal parameters of the nine passive dampers. Table 10.3 lists the computed equivalent 
optimal stiffness coefficients and damping coefficients for each damper at its optimal posi-
tion. The maximum displacement responses of the uncontrolled building, the fully con-
trolled building, the building with the nine active control devices (actuators) at their optimal 
positions and the building with the nine passive dampers at their optimal positions with the 
equivalent optimal parameters are computed and plotted in Figure 10.12. It is interesting to 
see that the maximum displacement responses of the building with the nine passive damp-
ers are very close to those of the building with the nine active control devices. The control 
performances of the nine active control devices and the nine passive dampers approach that 
of the fully active control. Nevertheless, these results depend on the feasibility of making the 
passive dampers of the equivalent optimal parameters in real implementation.

Table 10.3    Equivalent optimal parameters of passive dampers

Floor level Stiffness (N/m) Damping (N· s/m) 

1 3.0515  ×  105 9.5564  ×  104 
2 3.2523  ×  105 8.5246  ×  104 
5 1.6067  ×  106 1.9485  ×  106 
6 1.7865  ×  105 7.7434  ×  104 
7 6.1499  ×  104 7.1942  ×  104 
8 1.4796  ×  106 1.7958  ×  106 
9 1.3846  ×  106 1.4906  ×  106 
10 2.9115  ×  105 1.0631  ×  105 
11 1.3403  ×  105 8.6617  ×  104 
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NOTATION

A  The system matrix in the state-space equation
B  The position matrix of control devices in the state-space equation
B d   The reduced-order position matrix for the control devices at their optimal 

placement
C ji   The equivalent optimal damping coefficient of the j th passive damper at the i th 

floor
D  The matrix denoting the location of the control force
E  Excitation error
G  Optimal control gain matrix
G d   Suboptimal control gain matrix
H  Lagrange multiplier matrix
J  The performance index
K ji   The equivalent optimal stiffness coefficient of the j th passive damper at the i th 

floor
L ni   The position vector where the subscript n  is the dimension of the vector and the 

subscript i  means that only the i th element is unity while all the other elements 
are zero

M , K , C  Mass, stiffness and damping matrix of the building structure, respectively
Q  The positive semi-definite weighting matrix for the structure response
R  The positive definite weighting matrix for the control force
u ji   The stiffness force provided by the j th damper at the i th floor
U  Control force vector
v ji   The damping force provided by the j th damper at the i th floor
w ji   The displacement vector of the j th passive damper located at the i th floor of the 

building
�w ji The velocity vector of the j th passive damper located at the i th floor of the 

building
W  The input matrix associated with the ground excitation in the state-space equation
x  Displacement vector relative to the ground
��xg Ground acceleration vector
Z  The system states composed of displacement and velocity vectors
Z d   The system states for a building with the reduced number of control devices at 

their optimal placement
Δ B  The change of the position matrix of control devices B 
Δ J i   The increment of the performance index caused by the removal of the i th con-

trol device
λ i   The i th eigenvalue of matrix (A   –   BG )
Φ   The matrix consisting of all the eigenvectors
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Chapter 11

Collective placement of control 
devices and sensors

11.1 PREVIEW

Sensor placement and control device placement have been discussed in Chapter 8 and 
Chapter 10, respectively. The optimal sensor locations are often determined for the pur-
pose of structural health monitoring, such as system identification and damage detection 
without consideration of control performance, whereas the optimal locations of control 
devices always refer to control performance by assuming that structural responses, which 
act as feedbacks in control algorithms and indices in performance functions, can be mea-
sured by the sensors without consideration of their availability in both numbers and loca-
tions. However, it is impractical and uneconomical to install the sensors at all the required 
locations when full-state feedbacks are used for the control of a large civil structure. It is 
also not economical to install two sensory systems, one for structural health monitoring 
and the other one for structural vibration control, when a civil structure needs both struc-
tural health monitoring and vibration control. Therefore, for a smart civil structure, it is 
highly desirable to develop the techniques to locate sensors and control devices collectively 
and cost-effectively to give the structure self-sensing, self-adaptive and self-diagnostic abil-
ity. In this chapter, some existing collective placement methods of both sensors and control 
devices for civil structures are first reviewed. In terms of the response reconstruction-based 
sensor placement method as described in Chapter 8 and the increment-based algorithm for 
control device placement as introduced in Chapter 10, a collective placement method for 
the determination of the minimal number and optimal location of both control devices and 
sensors is then presented in this chapter for vibration control of building structures under 
earthquake excitation. The feasibility and accuracy of the proposed method are finally 
investigated numerically through a 20-story shear building structure under the El-Centro 
ground excitation and the Kobe ground excitation. The number and location of sensors and 
control devices determined by this collective placement method lay the foundation for the 
synthesis of structural health monitoring and vibration control in the time domain, which 
will be introduced in Chapter 15.

11.2  REVIEW OF COLLECTIVE PLACEMENT METHODS 
FOR SENSORS AND CONTROL DEVICES

As discussed in Chapters 8 and 10, the optimal placement of sensors often refers to structural 
health monitoring, such as system identification and damage detection, whereas the optimal 
placement of control devices always makes reference to structural vibration control perfor-
mance. Since the sensors and the control devices are two tightly interacting parts, it will be 
beneficial and cost-effective to consider the collective placement of both sensors and control 
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devices for simultaneous damage detection and vibration attenuation if the structure needs 
both structural health monitoring and vibration control. However, there has been very lim-
ited study on the collective placement of sensors and control devices with the aim of improv-
ing damage detection accuracy and enhancing vibration control efficiency at the same time, 
although a few studies on integrated structural vibration control and system identification/
damage detection can be found. Most of the accessible studies consider the joint placement 
of control devices and sensors solely for control cost-effectiveness and performance. Reviews 
of this topic in the fields of mechanical and aerospace engineering can be found in the refer-
ences Padula and Kincaid (1999), Frecker (2003) and Gupta et al. (2010). A review of this 
topic, the collective placement of control devices and sensors for control cost-effectiveness 
and performance, in the field of civil engineering is provided in this chapter.

It is well known that controllability and observability are two basic characteristics of a 
controlled structural system. Controllability measures the ability of the particular control 
device configuration to control the system states, whereas observability measures the ability 
of the particular sensor configuration to supply the observations for estimating the system 
states. Although directly using the definition of controllability and observability for optimal 
control device and sensor placement is not applicable, the controllability and observability 
Gramians, which act as quantitative measures of the degree of controllability and observ-
ability, respectively, provide a promising means for the optimal placement of control devices 
and sensors in accordance with some criteria or objective functions, such as the minimi-
sation of control energy or the maximisation of output energy. For example, in order to 
establish measures of the system controllability and observability with respect to differing 
locations of sensors and actuators, a scheme was proposed by Ibidapo-Obe (1985) for the 
optimal spatial placement of a limited number of sensors and actuators under a minimum 
energy requirement for the active control of flexible structures. By computing the eigenval-
ues of the controllability and observability Gramians, Hac and Liu (1993) found the optimal 
location of actuators and sensors to maximise the values of the preset performance indices. 
This approach was also further investigated and developed by Bruant and Proslier (2005). 
With the aid of the controllability and observability Gramians, the locations of sensors and 
actuators were determined such that the Hankel singular values of a structure from actua-
tor inputs to sensor outputs were as close as possible to the Hankel singular values of the 
structure from the disturbance inputs to performance outputs (Gawronski 1997).

Since many control algorithms are employed to determine the optimal control forces 
using the information measured by sensors as feedbacks, the optimal placement of con-
trol devices and sensors is inevitably related to the selected control algorithms. In general, 
two types of methods are developed in this context: the placement of collocated and non-
collocated control devices and sensors. For the collocated case, sensors and actuators are 
placed in the same position, based on the selected control algorithms and the predetermined 
performance indices. A well-designed sensor/actuator collocation configuration is able to 
provide excellent control performance and stability, especially when velocity feedback is 
adopted (Lee 2011). With the aid of two explicit solutions of generalised algebraic Riccati 
equations, Hiramoto et al. (2000) found the optimal locations of collocated actuators/sen-
sors that minimise the H2  norm of the transfer function matrix of the closed-loop system 
for a simply supported beam. This approach was further developed by G  ney and E  kinat 
(2008) for determining the location of actuator/sensor pairs with consideration of signal 
weightings and damping. By using genetic algorithms (GAs) in conjunction with gradient-
based optimisation techniques, Abdullah et al. (2001) proposed an algorithm for the place-
ment of collocated actuators and sensors on the basis of velocity feedback control law, and 
validated it numerically using a 40-story structure. The efficiency of this algorithm was 
then improved by Richardson and Abdullah (2002) based on a real-coded GA. Based on 
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balanced reduced models, an optimisation procedure, which relied on H2  and H∞   norms as 
well as on controllability and observability Gramians, was proposed for optimal placement 
of collocated piezoelectric patches and numerically illustrated using a cantilever bending 
beam (Nestorović  and Trajkov 2013). Since piezoelectric materials are able to act as actua-
tors and sensors at the same time, most researchers concentrated on investigating the opti-
mal placement of collocated piezoelectric actuator/sensor pairs, especially in mechanical 
and aerospace engineering (Gupta et al. 2010).

For the non-collocated case, the locations of control devices and sensors are usually differ-
ent due to different performance indices or objective functions being used. Some commonly 
used objective functions for control device placement include the minimisation of control 
energy and the maximisation of control force, whereas the widely used objective function for 
sensor placement is the maximisation of system output energy. Since it is basically a multi-
objective optimisation problem, some algorithms are required to balance each aspect and 
find the desired solutions. For example, based on an extension of the multi-objective linear 
quadratic Gaussian (LQG) method, Brown et al. (1999) developed an algorithm to synthesise 
the Pareto optimal controllers in the form of Pareto optimal trade-off curves to determine 
the preferred actuator and sensor locations, and they illustrated the proposed method using 
a lumped-mass shear building model under stochastic wind and earthquake loads. On the 
basis of the linear quadratic control method, an approach with the predetermined optimi-
sation criteria was proposed and used to find the optimal location of one actuator and one 
sensor installed on a cantilever beam and a three-beam structure (Bruant et al. 2001). An H2  
norm-based approach was proposed by Ambrosio et al. (2012) for the actuator and sensor 
placement with the aim of not only maximising the norms of the controlled modes but also 
reducing spillover problems. Cha et al. (2012, 2013a) proposed a multi-objective GA for opti-
mal placements of actuators and sensors in large civil structures under seismic excitations. 
Moreover, Cha et al. (2013b) proposed a gene manipulation, multi-objective GA to optimise 
the placement of active devices and sensors in seismically excited civil structures to reduce 
active control cost and increase the structural control strategy’s effectiveness.

The number of the sensors is often limited compared with the degrees of freedom of a 
large civil structure in practice, and therefore response reconstruction using the measured 
responses from the limited sensors is necessary for better structural health monitoring, as 
discussed in Chapter 8. Furthermore, if the unmeasured responses can be reconstructed 
with acceptable accuracy and in a very short time from the limited measured responses, 
these reconstructed responses can be utilised for not only structural health monitoring 
but also structural vibration control. The idea of how to use the response reconstruc-
tion method to link structural health monitoring and vibration control together will be 
discussed in this chapter and the subsequent chapters. Based on the concept of response 
reconstruction, this chapter presents a method for the determination of the minimal num-
ber and optimal location of both control devices and sensors for vibration control of 
building structures under earthquake excitation (He et al. 2015). The number and loca-
tion of control devices are first determined in terms of the sequence of increments of per-
formance index and the predetermined control performance as described in Chapter 10. 
The response reconstruction method presented in Chapter 8 is then extended to the con-
trolled building structure for the determination of the minimal number and optimal place-
ment of sensors, with the objective that the reconstructed structural responses can be used 
as feedbacks for the vibration control while the predetermined control performance can 
be maintained. The use of the reconstructed structural responses for structural damage 
detection will be introduced in Chapter 12, whereas the use of the control devices and 
sensors for integrated structural vibration control and damage detection will be discussed 
in Chapters 14 and 15.
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11.3  COLLECTIVE PLACEMENT OF CONTROL 
DEVICES AND SENSORS

It is well known that the equation of motion of a controlled building structure of multi-
degrees of freedom (MDOFs) under earthquake excitation can be given by

 
Mx Cx Kx M1x H U�� � ��+ + = − +g c  

(11.1)

where: 
 x , �x and ��x   are the displacement, velocity and acceleration response vector, respectively
 M , K  and C   are the mass, stiffness and damping matrix of the building structure, 

respectively
 U   is the control force vector
 H c    is the matrix denoting the location of the control force
 ��xg  is the ground acceleration

Equation 11.1 can also be converted to the continuous state-space equation

 
� ��X A X B x D U= + +c c g c  

(11.2)

where
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Since it is almost impossible to install control devices and sensors at all the possible loca-
tions of a building structure, especially for large building structures, it is necessary to find an 
optimal or suboptimal way to install limited control devices and sensors at their appropriate 
locations to achieve best/better performance in vibration control and/or health monitoring.

11.3.1   Increment-based approach for optimal 
placement of control devices 

The increment-based approach for optimal placement of control devices for achieving best 
control performance and cost-effectiveness has been introduced in Chapter 10 in detail. 
This approach is employed in this chapter for optimal control device placement. The basic 
formulas involved in the increment-based approach are not repeated in this section, but the 
contribution percentage (CP ) index is rewritten as follows:
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The increment of the control performance index due to the removal of the i th control 
device, Δ J i  , calculated by Equation 10.22 reflects the sensitivity of the i th control device to 
the performance index. Therefore, based on the calculated increment from the removal of 
each control device, the sequence of importance of all the control devices can be obtained. 
It can be seen from Equation 11.5 that a larger value of CP i   indicates more important influ-
ence of the i th control device on the total control performance. Consequently, the CP  index 
provides great convenience for determining the number and location of control devices 
according to the predetermined control performance. Unlike the classical integer heuristic 
programming methods such as the sequential search algorithm (SSA) (Zhang and Soong 
1992) or the Worst-Out-Best-In (WOBI) algorithm (Haftka and Adelman 1985), the control 
device placement method based on the sequence of the calculated CP i   is relatively simple, 
because the value of CP i   does not need to be re-calculated when one of the control devices 
is removed. A comparative study of these methods will be conducted in the subsequent 
numerical example in this chapter.

After the number and location of the control devices have been determined according to 
the sequence of CP i  , the control algorithm is decided and the number and location of sensors 
are selected by which the structural responses measured by the sensors can be used as the 
feedbacks for vibration control. However, it is often difficult in practice to install enough 
sensors to obtain the required structural responses as feedbacks for vibration control of a 
large civil structure. This is particularly true if linear quadratic regulator (LQR) or LQG 
control algorithms are selected with complete structural responses required for feedbacks. 
In this regard, the determination of the number and location of limited sensors of the con-
trolled structure to fulfil the vibration control task becomes necessary.

11.3.2  Response reconstruction-based approach 
for optimal placement of sensors

The response reconstruction-based method for the sensor placement of an uncontrolled 
structure has been discussed in Chapter 8 in detail. Since the unmeasured structural 
responses can be reconstructed from the limited structural response measurements, these 
reconstructed responses could also be employed as feedbacks for vibration control so as to 
improve the applicability of the control system to civil structures. In this regard, the mini-
mal number and optimal placement of sensors will be determined in this section for a con-
trolled structure, with the objective that the reconstructed structural responses can be used 
as feedbacks for vibration control while the predetermined control performance is main-
tained. It is noted that although the increment-based approach mentioned in Chapter 10 is 
capable of optimally locating active and passive control devices, only active control devices 
are considered in this chapter, because the feedbacks are not required for passive control 
devices.

By minimising the linear quadratic performance index, the optimal control force vector 
can be expressed as

 U GX= −  (11.6)

where G  is the control gain, expressed by Equation 10.6. The substitution of Equation 11.6 
into Equation 11.2 yields

 
� �� ��X A D G X B x X B x= −[ ] + = +c c c g c gA1   (11.7)
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In practice, the responses to be measured as feedbacks for vibration control of a building 
structure under earthquake excitation are often the absolute acceleration responses, which 
can be directly measured by accelerometers. The corresponding observation equation of the 
controlled building structure can then be written as

 Y C X F U= +c c   (11.8)

where Y  denotes the measured absolute acceleration responses of the building structure. C c   
and F c   can be found as follows:

 
C M K M C F M Hc c c= − −  =  

− − −1 1 1;
 

(11.9)

By using Equation 11.6, Equation 11.8 can be rewritten as

 
Y C F G X C X= −[ ] =c c 1   

(11.10)

In reality, the measured responses are discretely sampled with a time interval of Δ t . 
Moreover, measurement noise and process noise always exist. Consequently, the state-space 
Equation 11.7 and the observation Equation 11.10 shall be converted to the discrete forms

 
X A X B x wk k d g k k+ = + +1 2 �� ,  

(11.11)

 Y C X vk k k= +1  (11.12)

where:
 X k  +   1   is the discrete state vector
 w k   and v k   are the process noise and measurement noise, respectively, which are 

assumed as zero-mean white noise processes with variance matrices equal 
to Q 1  and R 1 , respectively

 C 1    is defined in Equation 11.10
 A 2   denotes the discrete-state control matrix
 B d    denotes the discrete-state input matrix

They can be expressed as 
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where A 1  and B c   are defined in Equations 11.7 and 11.4, respectively.
The Kalman filter provides an unbiased and recursive algorithm to optimally estimate the 

unknown state vector. It is employed here for the optimal placement of sensors as well as the 
response reconstruction. For the active control of a building structure, the Kalman filter algo-
rithm involves two sets of equations. The first set of equations is the time update equations
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(11.15)
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T

+ = +1 2 2 1|  (11.16)

where ˆ
|Xk k+1  and Pk k+1|  denote a priori state estimate and a priori error covariance matrix, 

respectively. The second set of equations is the measurement update equations
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where: 
 ˆ

|Xk k+ +1 1  is the posteriori state estimate matrix
 Pk k+ +1 1|  is the posteriori error covariance matrix
 Kk

KF
+1  is the optimal Kalman gain matrix

However, it will be computationally prohibited to directly apply the aforementioned 
Kalman filter algorithm to civil structures with a large number of degrees of freedom 
(DOFs) involved, as described by Equation 11.1 or 11.2. Considering that under earth-
quake excitation, the structural responses are mainly denominated by the first several 
modes of vibration of the structure, and the contribution of the modes of vibration with 
high frequencies can be ignored, the mode superposition method can be employed to lift 
the computation prohibition. Letting x  = Φ  s  · q s  , Equation 11.2 in the state space can then 
be expressed by
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(11.20)

where:
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where: 
 q   is the vector of modal coordinates
 subscript s  denotes the number of the selected modes of vibration
 Φ  s   is the selected mass-normalised displacement mode shape matrix
 ξ  s   and ω  s   are the modal damping ratio matrix and modal frequency matrix with 

respect to the selected modes of vibration, respectively
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In the modal domain, the control force shown in Equation 11.6 could be rearranged as
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Consequently, Equation 11.20 can be rewritten as
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As mentioned in Equation 11.8, the measured responses of the building structure are the 
absolute accelerations, and Equation 11.10 can then be rewritten as

 
Y C

0

0
Z C Z=









 = ′1 1

FF
FF

s

s  
(11.25)

To implement the Kalman filter algorithm in the modal domain, the matrices A 1 , B c   and 
C 1  in Equations 11.11 through 11.19 should be substituted by ′A1 , ′Bc

 and ′C1 , respectively, 
in Equations 11.24 and 11.25. Furthermore, by comparing Equation 11.7 with Equation 
11.24, one finds that the dimension of the state vectors in the modal domain is significantly 
reduced. Since the higher-frequency modes of vibration, which may be falsely excited by 
noise, are truncated in this procedure, it is not only computationally economic but also 
likely to improve the estimation accuracy to some extent. From this point of view, the modal 
domain provides a promising means for the use of the Kalman filter algorithm in the vibra-
tion control of large civil structures.

In this study, the observation equation is used not only to represent the measured responses 
but also to reconstruct structural responses at unmeasured key locations. Therefore, three 
types of structural responses in the discrete forms are introduced according to Equation 
11.25 as

 Y C Z ; C ;,e k e k e k e k m k m k= ′ = ′ = ′ˆ ˆ
, ,Y Z Y C Z  (11.26)

where: 
Y e  represent the real structural responses at the locations of interest 
Ŷe represents the reconstructed structural responses at the locations of interest
Y m  represents the measured structural responses from the sensors

The matrix ′Ce  depends on the locations where the responses are of interest, and the 
matrix ′Cm  depends on the limited number of sensors for measurements. The accuracy of 
the reconstructed responses can be measured by the reconstruction error δk

:

 
δk e k e k e k k= − = ′ −( )ˆ ˆ

, ,Y Y C Z Z
 

(11.27)

Therefore, the asymptotic covariance matrix of the reconstruction error can be 
expressed as
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 DD dd= = ′ ′cov( ) C PCe e
T

 (11.28)

Notably, the output influence matrices ′Ce  and ′Cm
 probably tend to be ill conditioned or 

badly scaled, especially when only a few responses are measured, because the absolute accel-
eration responses of the building structure at different locations may have different orders of 
magnitude. Without appropriate pre-treatment of the matrix, the inverse operation for the 
determination of optimal Kalman gain matrix may lead to inaccurate results. Consequently, 
the standard deviation of the corresponding sensor noise is employed to normalise the matri-
ces ′Ce  and ′Cm

 as

 ′ = ′ ′ = ′− −C R C C R Ce e e m m m
1 2 1 2/ /;  (11.29)

where R e   and R m   are the signal noise matrices with different dimensions. For example, if the 
measurements are absolute acceleration responses, R m   can be expressed as

 R vv Im
T

aE= =( ) σ2
 

(11.30)

where σa
2  is the measurement noise variance matrix of acceleration responses. Hence, the 

reconstruction error and the corresponding covariance matrix in Equations 11.27 and 11.28 
should be normalised accordingly in consideration of the un-bias estimation:

 
ddk e k k= ′ −( )C Z Zˆ

 
(11.31)

 DD dd= = ′ ′cov( ) C PCe e
T

 (11.32)

Moreover, since the normalised output influence matrix is used, the optimal Kalman gain 
shown in Equation 11.19 should be updated and given by
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It can also be seen that each diagonal element of the ∆  matrix in Equation 11.32 
represents the normalised variance of the reconstruction error for the corresponding 
response. Therefore, the maximum diagonal element denotes the maximum reconstruc-
tion error, whereas the trace of the matrix ∆  represents the sum of the reconstruction 
errors at all the locations of interest. From this point of view, the optimal sensor place-
ment can be performed with the objective to minimise the sum of the normalised recon-
struction error.

Object function: 

 min ( )tr DD  (11.34)

subject to 

 ss ssmax max≤  (11.35)
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where ssmax is the maximum estimation error and defined as

 
ss DDmax max ( )= ( )diag

 
(11.36)

σ  max  is the preset allowable error.
It is understood that the maximum value of reconstruction error as well as the trace of the 

matrix DD  will be increased when the number of sensors is reduced. A simple iterative pro-
cedure can then be conducted, in which the candidate sensors are removed one by one until 
the target error level is reached. In each step, only one sensor location, the removal of which 
leads to a minimal trace of the matrix DD , will be deleted. Thus, the sensor with minimal con-
tribution to the response reconstruction will be removed at each step, and this procedure for 
sensor location is thus suboptimal. Nevertheless, this suboptimal procedure is beneficial and 
applicable for large and complex civil structures, for the dimension of the state vectors in the 
modal domain is significantly reduced when only the first several modes of vibration are used.

It can be seen that the controlled system with optimal locations of both actuators and 
sensors can be established according to the approaches presented in this section, and a 
schematic diagram is plotted in Figure 11.1 to show the establishment and application of 
the proposed control system. The number of the control devices and sensors in this control 
system would be rather small. The feasibility and accuracy of the proposed method are 
investigated in the following section by using a 20-story shear building under earthquake 
excitation as a numerical example.

11.4 CASE STUDY

A 20-story shear building, as shown in Figure 11.2, is employed to investigate the feasi-
bility and accuracy of the presented method. The mass and stiffness coefficients of the 
20-story shear building are listed in Table 11.1. The Rayleigh damping assumption with 

Increment-based approach for optimal 
control device placement  

Response reconstruction-based approach for 
optimal sensor placement 
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of the control 
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optimal location of sensors  

Response reconstruction 

Structural vibration control by the 
determined optimal actuators 

Application of 
the control 

system 

Earthquake excitation 

Figure 11.1   Schematic diagram for the establishment and application of the proposed control system.
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a proportional coefficient of 0.8 for the mass matrix and 1  ×  10−5  for the stiffness matrix 
is used to construct the damping matrix. The increment of performance index for vibra-
tion control of the building is first computed for the optimal control device placement. 
The eigenvalue analysis is then performed to extract the mode shapes for the optimal sen-
sor placement and response reconstruction. The El-Centro ground excitation with a peak 
acceleration of 0.34 g and the Kobe ground excitation with a peak acceleration of 0.81 g are 
finally selected as the input to assess the control performance of the building equipped with 
the selected control system. The comparison of the control performance subject to two more 
earthquakes, the Northridge earthquake and the Hachinohe earthquake, is also conducted. 
It should be noted that the building model is linear, and the nonlinear effect on the struc-
tural dynamics is not considered and analysed in this study.

11.4.1  Determination of the configurations of the control system 

For the determination of the optimal locations of control devices and sensors, a ground 
excitation composed of white noise random signals is applied to the shear building. The 
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Figure 11.2   Structural model of a tall building with control devices and sensors.

Table 11.1  Structural parameters of the 20-story shear building

Floor 
number 

Mass 
(kg) Stiffness (N/m) 

Floor 
number Mass (kg) Stiffness (N/m) 

1–4 8000 9.2  ×  107 13–16 8000 7.5  ×  107 
5–8 8000 8.8  ×  107 17–20 8000 7.0  ×  107 
9–12 8000 8.0  ×  107 – – – 
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control devices are initially installed on each floor together with the braces. As the control 
devices are removed one by one, the increment of performance index is calculated, and then 
the contribution percentage of every control device can be obtained from Equation 11.5, 
as shown in Figure 11.3. It can be easily found from Figure 11.3 that the sequence of the 
control devices’ locations is 1, 2, 4, 3, 5, 7, 16, 13, 19, 9, 10, 11, 12, 15, 18, 14, 8, 6, 17 
and 20. Moreover, the relationship between the summation of CP  value and the displace-
ment reduction of the top floor is given in Figure 11.4. It can be seen that with the increase 
of the summation of CP  value, the structural responses are reduced accordingly. The dashed 
line indicates the response reduction when the 20 control devices are all installed. It can also 
be found from Figure 11.4 that when the summation reaches 70%, the trend for vibration 
attenuation is becoming slow. Therefore, for the consideration of both effectiveness and 
economy, the summation of the CP  value is assumed to be 70% in this study. According 
to the calculated sequence and the desired summation of the CP  value, the first ten control 
devices in the locations of 1, 2, 4, 3, 5, 7, 16, 13, 19 and 9 shall be retained and used for 
the control.
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It is known that in practical situations, structural parameter uncertainties resulting from 
modelling errors often exist. Thus, the influence of such uncertainties on the number and 
location of the control devices is discussed here. Since it is relatively time-consuming to 
consider the uncertainties existing in all the structural parameters, only two structural 
parameters with uncertainties (e.g. k 2  and k 6 ) are considered for demonstration purposes. 
The values of k 2  and k 6  are approximated as a normal distribution with a mean value of 
9.2  ×   107  and 8.8  ×  107 , respectively, and the standard deviation of 5% of the correspond-
ing mean value. Although some variations exist in the calculated CP  values, for example, 
in some cases CP 16  becomes larger than CP 7 , the aforementioned ten control devices are 
still retained when the two random parameters are involved. It can thus be concluded, to 
some extent, from these results that the increment-based approach is not very sensitive to the 
structural parameter variations.

Furthermore, two integer heuristic programming methods, i.e. the sequential search algo-
rithm (SSA) (Zhang and Soong 1992) and the WOBI algorithm (Haftka and Adelman 1985), 
are employed for determination of the optimal control device location and comparison with 
the results obtained from the proposed method. In these two algorithms, 10 optimal loca-
tions out of 20 possible locations are selected for the placement of the control devices. In this 
regard, the two performance indices of the building structure are considered. The first one 
is the maximum peak acceleration at the top floor, described by

 
PI x1 = { }max | |��top  

(11.37)

The second one is the maximum peak inter-story drift:

 
PI x ipi2 0= { } = …( )max | | , , ,1  2  2

 
(11.38)

where | |��xtop  and | |xpi  denote the absolute value of peak acceleration at the top floor and 
the absolute value of peak inter-story drift of the i th story, respectively. The objective func-
tion to find the optimal location of the control devices is to minimise the maximum peak 
acceleration response at the top floor (PI 1 ) and the maximum peak inter-story drift (PI 2 ), 
respectively.

The control device locations determined by the SSA and WOBI methods are shown in 
Table 11.2. The results obtained from the increment-based approach are also listed in 
Table 11.2. For ease of comparison, the locations are listed in ascending order. Although there 
are several different control device locations, the results obtained by the three algorithms 
are close to each other. It can also be seen from Table 11.2 that even for the identical algo-
rithm, the determined locations are not the same if different objective functions are used. It 

Table 11.2   Comparison of the control device locations determined by three 
algorithms

Algorithm Objective function Control device locations 

SSA Minimise (PI1 ) 1, 2, 4, 5, 7, 9, 10, 13, 15, 19
Minimise (PI2 ) 1, 3, 5, 7, 9, 13, 14, 16, 18, 20

WOBI Minimise (PI1 ) 2, 3, 5, 6, 9, 10, 13, 16, 19, 20
Minimise (PI2 ) 1, 3, 5, 7, 10, 13, 15, 17, 19, 20

Increment-based approach Maximise (CP) 1, 2, 3, 4, 5, 7, 9, 13, 16, 19
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should be noted that for r  control devices to be placed in n  possible locations, there would 
be nr −[r (r −1)/2] configurations for SSA and n  evaluations of the objective function in each 
iteration for WOBI. This means that 155 combinations are required to be considered for 
SSA, and 20 location strategies are required to be evaluated in each iteration for WOBI. 
Moreover, if all of the possible locations are considered, it would be more time-consuming. 
For example, in our case, i.e. 10 control devices being placed in 20 possible locations, the 
total number of possible combinations of the control device locations is n !/[r !(n −r )!]=20!/
(10!× 10!)=184,756 (Agrawal and Yang 1999).

To determine the optimal placement of the sensors, the approach introduced in Section 
11.3.2 is employed. The first five modes of vibration with the corresponding natural fre-
quencies of 1.26, 3.65, 6.05, 8.43 and 10.74 Hz are employed. Twenty accelerometers, 
which are used to measure the acceleration response of each floor, are used as initial candi-
date locations for sensors. For practical consideration, all the measured structural responses 
are simulated by the numerically computed structural responses superimposed on a white 
noise at a 5% noise-to-signal ratio in terms of the root mean square (RMS). The predefined 
threshold value of the maximum estimation error is applied to determine the number of sen-
sors, and it is defined as the ratio of the standard deviation of reconstruction error variance 
to that of noise, which is used to quantify the estimation accuracy. A smaller value of the 
ratio corresponds to higher estimation accuracy and represents a more stringent criterion on 
the estimation error, and of course, more sensors are required. It should also be noted that if 
the value of the ratio is too large, the allowable reconstruction error will be too large, which 
may result in the reconstructed responses being probably incorrect or too contaminated by 
the noise. In this study, the target maximum estimation error σ  max  in Equation 11.36 is set 
to 3.0, which means that the standard deviation of reconstruction error variance is three 
times that of noise. By following the procedure for the determination of optimal sensor 
placement, four accelerometers, which are located on the 3rd floor, 12th floor, 16th floor 
and 20th floor, respectively, are finally selected. It is found that the number of sensors is 
rather reduced as compared with the initial candidate set. Since the locations of the control 
devices and sensors are both determined, the optimal control system for this shear building 
is established, which includes ten control devices and four accelerometers.

As mentioned Section 11.3.2, the standard deviation of the sensor noise is employed 
to normalise the reconstruction error and the corresponding covariance matrix. It is thus 
anticipated that the number and location of the selected sensors will be altered if the mea-
surement noise covariance matrix R 1  is changed. However, in many cases, the measurement 
noise covariance is evaluated prior to the actual operation of the Kalman filter. Thus, for the 
same sensors under the same conditions, the variation of the measurement noise covariance 
matrix R 1  is small, and the influence of R 1  matrix can be controlled in a reasonable range. 
The Q 1  matrix defined in Equation 11.11 is the process noise covariance matrix, which is 
mainly used for the consideration of modelling errors. The structural parameter uncertain-
ties mentioned before are used for investigating the effect of the modelling errors on the 
optimal sensor placement. Likewise, the values of k 2  and k 6  are approximated as a nor-
mal distribution with a mean value of 9.2  ×  107  and 8.8  ×  107 , respectively, and a standard 
deviation of 5% of the corresponding mean value. With the consideration of these param-
eter uncertainties, the determined optimal location of the sensors was found to remain 
unchanged. It should be noted that one basic premise of the presented response reconstruc-
tion-based technique is that the structural model is relatively accurate and updated using 
the appropriate model updating technique. From this point of view, although the process 
noise covariance Q 1  matrix is generally difficult to estimate, the influence of the Q 1  matrix 
on the number and location of sensors should be relatively small. Some statements can also 
be found in Zhang (2012).
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11.4.2  Investigation of the control performance 
with El-Centro ground excitation

To show the efficiency of the control system with limited control devices and sensors, the 
El-Centro ground excitation is applied to the shear building with and without the control 
system. Only the acceleration responses at the 3rd, 12th, 16th and 20th floors of the building 
are assumed to be measured. The measured responses are then contaminated by 5% white 
noise. It is noted that although only four acceleration responses are measured, the remain-
ing structural responses can be reconstructed and used for vibration control. Four cases are 
considered: Case 1: the control devices and sensors are installed on each floor of the shear 
building for vibration control; Case 2: the control devices are installed in the determined 
optimal position (the aforementioned ten locations), but the sensors are installed on each 
floor of the building for feedbacks; Case 3: the control devices and sensors are both installed 
in the determined positions (the aforementioned ten and four positions, respectively), and 
the reconstructed responses are used as feedbacks for vibration control; and Case 4: no con-
trol devices and sensors are installed in the building (without control).

The time histories of acceleration response of the building on the top floor are computed 
and plotted in Figure 11.5 for the four cases. For the sake of clarification, only the time seg-
ment of the acceleration responses from 8 to 16 s is given in Figure 11.5, although the time 
duration of the displacement response is from 0 to 30 s. On one hand, it can be seen that the 
structural responses of the uncontrolled building are significantly reduced with the control 
system. On the other hand, the control performance of the optimal control system, defined 
as Case 3, is close to that of the fully controlled building, defined as Case 1. Moreover, it can 
also be seen that the control performance in Case 3 is in good agreement with that in Case 2, 
which indicates that the reconstructed responses can be employed for vibration control with 
acceptable accuracy. Though only the displacement and acceleration responses of the building 
at the top floor are plotted in Figure 11.5, similar results for the remaining building floors can 
be obtained as well. For a more comprehensive comparison of the control performance, the 
maximum displacement and acceleration responses of the building at each floor are depicted 
in Figure 11.6 for the four cases. It can be seen that the maximum responses are significantly 
reduced when the control devices are employed. It can also be seen that the results of Case 2 
and Case 3 are close to each other, implying that the utilisation of the reconstructed responses 
for control is reliable. Though the maximum displacement and acceleration responses of the 
building at several upper floors from Case 3 are relatively larger than those from Case 1, the 
control performance of the optimal control system with only ten control devices and four sen-
sors is still acceptable in terms of both control effectiveness and cost-effectiveness.
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Moreover, Figure 11.7 shows the time histories of the reconstructed displacement and 
acceleration responses (dashed lines) and the corresponding actual ones (solid lines). Only 
the displacement and acceleration responses of the building on the top floor are shown in 
Figure 11.7 as an example, and only the time segments from 8 to 16 s are demonstrated for 
clarification. It is clear that the reconstructed responses are in good agreement with the cor-
responding actual responses, confirming that the reconstructed responses could be reliably 
employed as feedbacks for vibration control. Moreover, since the reconstructed responses 
are very close to the actual ones, they could be used for the purpose of damage detection as 
well. More details of the damage detection algorithms based on the response reconstruction 
technique will be given in Chapter 12.

The control performances of the control devices determined by SSA and WOBI as shown 
in Table 11.2 are also computed and compared with those from the increment-based 
approach. The maximum displacement and acceleration responses of the building at each 
floor are shown in Figure 11.8. The cases of the SSA with the objective function of minimis-
ing PI 1  and PI 2  are denoted as SSA1 and SSA2, respectively, in Figure 11.8. Similar defini-
tions of WOBI1 and WOBI2 can also be found in Figure 11.8. It can be seen that although 
several control device locations are different according to these algorithms, the control 
performances are still close to each other. It should also be noted that the complete struc-
tural responses, such as the displacement and velocity responses at all floors, are assumed to 
be known for control in the SSA and WOBI algorithms, whereas only four accelerometers 
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are required in the proposed control system. Moreover, based on the peak value of the con-
trol force, one more performance index is considered (Spencer et al. 1998):

 

PI
U t

W
3 =

{ }











max ( )

 

(11.39)

where: 
 U (t )  is the control force
 W   is the total weight of the building

The values of PI 3  for the aforementioned cases of full control (i.e. the control devices 
being installed on each floor of the building), increment-based approach, SSA1, SSA2, 
WOBI1 and WOBI2 are 0.018, 0.042, 0.044, 0.033, 0.037 and 0.032, respectively. The total 
energy consumed in the full control, increment-based approach, SSA1, SSA2, WOBI1 and 
WOBI2 is 1.313  ×  104 , 1.288  ×  104 , 1.291  ×  104 , 1.297  ×  104 , 1.296  ×  104  and 1.295  ×  104  
kN· m, respectively. By comparison with the case of full control, it can be found that with 
the reduction of the number of control devices, the control forces of the retained control 
devices are increased in order to achieve an acceptable control performance. However, from 
the viewpoint of energy consumption, with identical input energy (e.g. identical earthquakes 
applied to the system), the larger the vibration reduction achieved in the system, the more 
energy is consumed by the control devices. Therefore, although the control force for each 
control device in the case of full control is the smallest, it can be seen that with 20 control 
devices, in this case the total energy consumption is the largest.

11.4.3   Investigation of the control performance 
with Kobe ground excitation 

To demonstrate the robustness of the optimal control system, the strong Kobe earthquake, 
which was measured in the near field (the station KJMA) with the epicentral distance of 
18.27 km, is applied to the shear building. Similarly, four cases are taken into consider-
ation: (1) the control devices and sensors are installed on each floor of the shear building 
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for vibration control (Case 1); (2) the control devices are installed in the determined optimal 
positions (the aforementioned ten locations), but the sensors are installed on each floor of 
the building for feedback (Case 2); (3) the control devices and sensors are both installed in 
the determined positions (the aforementioned ten and four positions, respectively), and the 
reconstructed responses are used as feedbacks for vibration control (Case 3); and (4) no con-
trol devices and sensors are installed in the building (without control). For each case, white 
noise with 5% noise-to-signal ratio in terms of RMS is superimposed on the numerically 
calculated structural responses.

The time histories of the displacement and acceleration responses of the building on the 
top floor are shown in Figure 11.9 for the four cases. Only the time segments of the accel-
eration responses from 8 to 16 s are given in Figure 11.9 for the clarification of comparison, 
although the time periods of the displacement responses calculated are from 0 to 30 s. 
Moreover, the comparison of the maximum displacement and acceleration responses of each 
floor is shown in Figure 11.10 for the four cases. It can be seen from Figures 11.9 and 11.10 
that the structural vibration is significantly reduced when the control devices are employed. 
It can also be found from these two figures that the response time series as well as the 
maximum structural responses of the building in Case 3 are rather close to those in Case 2, 
implying that the reconstructed responses are reliable and could be employed as feedbacks 
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for vibration control. Though the maximum displacement responses of the building on the 
upper floors and the maximum acceleration responses of the building on a few floors from 
Case 3 are relatively larger than those from Case 1, the control performance of the optimal 
control system with only ten control devices and four sensors is still acceptable in terms of 
both control effectiveness and cost-effectiveness. As a confirmation, the time histories of the 
reconstructed acceleration and displacement responses of the building on the top floor are 
compared with the actual structural responses, and the comparative results are shown in 
Figure 11.11. It is clear that the reconstructed responses are close to the actual ones. Similar 
results can be obtained for the rest of the building floors.

Moreover, the comparison of control performance among the SSA and WOBI methods 
and the increment-based approach is also considered, and the results are shown in Figure 
11.12. As mentioned in Section 11.4.2, the SSA and WOBI with the objective function of 
minimising PI 1  and PI 2  are respectively denoted as SSA1, SSA2, WOBI1 and WOBI2. It 
can be seen that the results obtained from these three algorithms are close to each other. 
Furthermore, the index PI 3  defined in Equation 11.39 is also investigated. The correspond-
ing values for the full control, increment-based approach, SSA1, SSA2, WOBI1 and WOBI2 
are 0.043, 0.084, 0.088, 0.079, 0.082 and 0.075, respectively. It can be derived that, even 
under the Kobe ground excitation with a peak acceleration of 0.81 g, the maximum control 
force is around 140 kN, which can probably be realised by several hydraulic actuators. 
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Moreover, the total energy consumed in the full control, increment-based approach, SSA1, 
SSA2, WOBI1 and WOBI2 is 8.931  ×  104 , 8.783  ×  104 , 8.801  ×  104 , 8.832  ×  104 , 8.827  ×  104  
and 8.828  ×  104  kN· m, respectively.

Two more ground excitations, the Northridge earthquake, with a peak acceleration of 
0.15 g, and the Hachinohe earthquake, with a peak acceleration of 0.55 g, are consid-
ered for further investigation of the robustness of the control system. The corresponding 
results are given in Table 11.3. It can be seen that the control performance of the pro-
posed approach is close to that of the SSA and WOBI methods. Although better control 
performance can be achieved in the case of full control, the corresponding total energy 
consumption and the number of control devices in this case are the highest. Furthermore, 
the purchase, installation and maintenance of 20 control devices in the full control would 
be much more expensive than the case of only 10 control devices involved in the proposed 
control system. From this point of view, it can be concluded that the proposed approach 
is relatively cost-effective in terms of both energy consumption and the number of control 
devices.

NOTATION

CP  Contribution percentage index
G  Optimal control gain matrix
H c   The matrix denoting the location of the control force
Kk

KF
+1  Optimal Kalman gain matrix

M , K , C  The mass, stiffness and damping matrix of the building structure, respectively
Pk k+1|  The priori error covariance matrix
Pk k+ +1 1|  The posteriori error covariance matrix
Q  The vector of modal coordinates
Q 1 , R 1  The variance matrices of process noise and measurement noise, respectively
R e  , R m   The signal noise matrices with different dimensions
U  Control force
w k  , v k   The process noise and measurement noise, respectively
��xg  Ground acceleration

Table 11.3   Control performance of the system under other earthquakes

Approaches 
for control 
device 
locations 

Northridge earthquake Hachinohe earthquake 

PI 1   
(m/s 2  ) 

PI 2   
(mm) PI 3  

Total energy 
consumption 

(kN· m) 
PI 1   

(m/s 2  ) 
PI 2   

(mm) PI 3  

Total energy 
consumption 

(kN· m) 

Without 
control

4.227 2.854 – – 15.51 14.467 – –

Full 
control

1.515 0.711 0.007 6.556  ×  102 3.08 3.207 0.026 2.775  ×  104 

Increment 
based

1.977 0.942 0.017 6.364  ×  102 4.96 5.267 0.053 2.706  ×  104 

SSA1 1.759 0.926 0.018 6.388  ×  102 4.47 4.904 0.054 2.715  ×  104 
SSA2 1.932 0.878 0.014 6.415  ×  102 4.68 4.494 0.047 2.727  ×  104 
WOBI1 1.719 0.901 0.016 6.412  ×  102 4.32 4.769 0.051 2.726  ×  104 
WOBI2 1.805 0.859 0.013 6.406  ×  102 4.55 4.335 0.048 2.725  ×  104 
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x , �x, ��x The displacement, velocity and acceleration response vector, respectively
X  System state composed of displacement and velocity
ˆ

|Xk k+1  The priori state estimate
ˆ

|Xk k+ +1 1  The posteriori state estimate
Y e   The real structural responses at the locations of interest
Ŷe  The reconstructed structural responses at the locations of interest
Y m   The measured structural responses from the sensors
Z  System state in the modal coordinate
δ, δ Reconstruction error and the corresponding normalised reconstruction error, 

respectively
Δ  , ∆  The asymptotic covariance matrix of the reconstruction error and the corre-

sponding normalised matrix, respectively
Δ J  The increment of the performance index 
Δ t  Time interval
ξ  s  , ω  s   The modal damping ratio matrix and modal frequency matrix with respect to 

the selected modes of vibration, respectively
σa

2
 The measurement noise variance matrix of acceleration responses

σmax  The maximum estimation error
σ  max  The preset allowable error
Φ  s   The selected mass-normalised displacement mode shape matrix
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Part III

Functions of smart civil structures

Part III of the book contains nine chapters from Chapters 12 through 20. Chapters 12 and 
13, respectively, introduce the two main functions of smart civil structures: structural dam-
age detection and structural vibration control. The synthesis of structural health monitor-
ing and vibration control in the frequency domain and the time domain is investigated in 
Chapters 14 and 15, respectively. Chapter 16 introduces the study on energy harvesting for 
structural health monitoring and vibration control. Chapter 17 investigates the synthesis of 
energy harvesting, structural control and health monitoring. The research on the synthesis 
of structural self-repairing and health monitoring is introduced in Chapter 18. Chapter 19 
describes the synthesis of structural life cycle management and health monitoring. Finally, 
the challenges and prospects for smart civil structures are highlighted in Chapter 20.
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Chapter 12

Structural damage detection

12.1 PREVIEW

Many civil structures in service are in fact deficient due to many factors. They deteriorate 
due to environmental corrosion and long-term fatigue after many years in service. They 
may degrade due to strong winds, severe earthquakes, terrorist attacks and other abnormal 
events. The failure of deficient civil structures could be catastrophic in terms not only of 
loss of life and the economy, but also of subsequent social and psychological impacts. It is 
therefore imperative to detect early damage and enable maintenance of the structure prior 
to its complete failure and consequently, to save lives and assets. Damage detection has 
been a challenging task in structural health monitoring (SHM) technology, particularly 
for large civil structures subject to multiple loadings. Although many problems in damage 
detection of civil structures have not been solved, this chapter introduces the basic concepts 
and current status of structural damage detection with a relatively complete coverage of 
the subject.

After presenting the general concepts of structural damage detection, this chapter first 
introduces non-destructive testing (NDT) methods, which are commonly used damage 
detection methods for civil structures and are regarded as the local approaches. This chap-
ter then presents dynamic characteristics-based damage detection methods, which are often 
regarded as the global approaches. In recognition of the shortcomings of dynamic char-
acteristics-based damage detection methods, dynamic response–based damage detection 
methods have been developed, which directly utilise the fact that the measured structural 
responses are direct functions of the physical properties of the structure. Following these 
three methods, this chapter further introduces multi-scale damage detection methods by 
considering both global and local structural responses and using multiple types of sensors. 
Last but not least, this chapter presents statistical approaches with consideration of the 
uncertainties involved in structural damage detection. The fatigue damage prognosis and 
life-cycle management of civil structures will be addressed in Chapter 19.

12.2 INTRODUCTION TO STRUCTURAL DAMAGE DETECTION 

In general, damage can be defined as changes introduced into a system that adversely affect 
its current or future performance, such as the degradation of stiffness or the looseness of 
connectivity of a structure. In terms of the length scale of damage, all damage begins at a 
material level, which can be referred to as a defect  or flaw . Under certain loading scenarios, 
the defects or flaws grow at various rates to cause structural component damage. At this 
stage, the damage does not necessarily imply a total loss of structural functionality, but 
rather, that the structure is no longer operating in its normal manner. As the damage further 
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grows and accumulates, it will reach a point, namely failure, where it affects the structure 
such that its operation is no longer acceptable to the user. Although recent improvements 
in design methodologies and advanced construction technologies have increased the reli-
ability and safety of structures, it is still not possible to build structures with no probability 
of failure. In fact, as soon as they are built, civil structures start to deteriorate due to envi-
ronmental corrosion and fatigue. In 2005, the American Society of Civil Engineers (ASCE) 
estimated that between one-third and one-half of infrastructures that were built 30 or 40 
years ago in the United States are structurally deficient, and an investment of about US$1.6 
trillion over a 5 year period is needed (ASCE 2005). A huge number of large and complex 
civil structures, such as long-span bridges, high-rise buildings and large-space structures, 
have been constructed in China during the past 20 years. It can be predicted, according to 
the ASCE’s experience, that enormous cost and effort will be required for the maintenance 
of deficient structures in China in the next 10 or 20 years (Chang et al. 2009). Therefore, 
accurate and reliable damage detection methods are required for cost-effective maintenance 
of civil structures.

The commonly used damage detection methods for civil structures are visual inspection 
and NDT techniques, such as acoustic or ultrasonic methods, magnetic field methods, radio-
graphs, eddy current methods and thermal field methods. These NDT techniques require 
that the vicinity of the damage is known a priori and that the portion of the structure being 
inspected is readily accessible. Subject to these limitations, these NDT methods can only 
detect damage on or near the surface of the structure. The need for better damage detec-
tion methods that can be applied to complex structures by means of the SHM system has 
led to many other damage detection methods. These include dynamic characteristics-based 
damage detection methods, which have been very popular for the past three decades. These 
methods are based on the premise that the measured dynamic characteristics of a structure 
are functions of the physical properties of the structure, and that changes in the physi-
cal properties will cause detectable changes in the dynamic characteristics. The dynamic 
characteristics-based damage detection methods are usually regarded as the global methods. 
Although these methods have demonstrated various degrees of success, the damage detec-
tion of civil structures still remains a challenging task. The main obstacles to the dynamic 
characteristics-based methods include the insensitivity to local damage and the high sen-
sitivity to measurement noise. In recognition of the shortcomings involved in the dynamic 
characteristics-based methods, dynamic response-based damage detection methods have 
been developed. The fundamental principle behind the dynamic response-based methods is 
that the measured structural responses are direct functions of the physical properties of the 
structure and that the damage-induced structural responses can be captured and reflected 
by the defined damage indices even without the extraction of structural dynamic character-
istics. The wavelet transform (WT) and the Hilbert–Huang transform (HHT) are two kinds 
of widely used techniques in dynamic response-based damage detection methods. In consid-
eration of the fact that dynamic structural responses can be on multiple scales and measured 
by multiple types of sensors, such as strain gauges and accelerometers, multi-scale damage 
detection methods have also been developed. However, the procedures for damage detec-
tion in civil structures often involve a significant number of uncertainties. Consequently, 
the damage detection results are, in effect, of uncertainties. If the uncertainties are large, 
the compensation for the damage detection will distort the actual results and lead to false 
damage identification. It is thus imperative to analyse the source of the uncertainties, quan-
tify the uncertainties and their effects, and evaluate the reliability of the damage detection 
results. It is also worth mentioning that the model updating methods introduced in Chapter 
7 can also be used for damage detection. This is because model updating is intrinsically 
linked with damage detection. Both aim to determine the difference between two models 
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using measurement data. For model updating, the difference is the modelling errors, while 
for damage detection, it is structural damage.

In recognition of the difficulties of damage detection in civil structures, the damage detec-
tion of civil structures can be performed at four levels (Rytter 1993):

Level 1: Determination that damage is present in the structure
Level 2: Determination of the geometric location of the damage
Level 3: Quantification of the severity of the damage
Level 4: Prediction of the remaining service life of the structure

Most of the damage detection methods developed to date limit themselves to Levels 1 
through 3. Level 4 requires knowledge associated with the disciplines of structural design, 
fracture mechanics and structural reliability. The relevant applications are very limited and 
will be discussed in Chapter 19.

With regard to the algorithms used, damage detection methods can be classified into 
two main categories: the ‘inverse-problem’ or ‘model-based’ approach and the ‘data-based’ 
approach (Farrar and Worden 2013). The model-based approach is often implemented by 
building a physical or numerical model of the structure of interest, as discussed in Chapter 
6. Once the model is built, it is usually updated on the basis of measured data from the real 
structure, as discussed in Chapter 7. The updating step actually adjusts the built model in 
such a way as to make it conform better to the real structure using data from the real struc-
ture. When data from a subsequent monitoring phase become available, and if any devia-
tions from the normal condition are observed, a further update of the model will indicate 
the location and extent of where structure changes have occurred, and this provides a dam-
age diagnosis. Via model updating methods, both damage location (Level 2) and severity 
(Level 3) can be identified.

The data-based approach, as the name suggests, does not proceed from a numerical 
model. One establishes training data from all the possible healthy and damage states of 
interest for the structure and then uses pattern recognition to assign measured data from 
the monitoring phase to the relevant diagnostic class label. In order to carry out the pattern 
recognition, one needs to build a statistical model of the training data, for example, to char-
acterise their probability density functions. This approach depends on the use of machine 
learning algorithms. This book emphasises the model-based approach, and the data-based 
approach will be briefly introduced. More details on the data-based approach can be found 
in Farrar and Worden (2013).

12.3 NON-DESTRUCTIVE TESTING METHODS

Many NDT methods have been developed to detect damage/change to the materials or struc-
tural components and to evaluate their condition. The process is also frequently called non-
destructive evaluation  (NDE) or non-destructive inspection  (NDI). There are a few books 
published in this area, such as Hellier (2001) and Shull (2002). The American Society for 
Nondestructive Testing has published a series of handbooks on various NDT methods: leak 
testing, liquid penetrant testing, infrared and thermal testing, radiographic testing, electro-
magnetic testing, acoustic emission testing, ultrasonic testing, magnetic testing and visual 
testing. Interested readers may refer to these handbooks for details. The American Society 
for Testing and Materials (ASTM) has standardised some NDT methods. It is noted that 
various methods and techniques, due to their particular nature, may lend themselves well to 
certain applications while being of little value in other applications. Therefore, choosing the 



336 Smart civil structures

appropriate methods and techniques is important for NDT. In addition, some methods and 
techniques may need to be combined to obtain a more comprehensive condition assessment.

The following sections will summarise some commonly used NDT techniques suitable 
for civil structures, including the ultrasonic pulse velocity method, the impact-echo method, 
the acoustic emission method, the radiography method and the eddy current method. The 
basic principles, equipment, applications, advantages and limitations of each technique will 
be described.

12.3.1 Ultrasonic pulse velocity method

The ultrasonic pulse velocity method has been used to assess the quality of concrete for 
many years. The method is based on the fact that the velocity of a pulse of compressive 
waves through a medium is a function of the elastic properties and density of the medium. 
Its applications include estimating concrete strength (Anderson and Seals 1981), determin-
ing the homogeneity of concrete, monitoring the setting and hardening process of cement, 
detecting cracking and deterioration (Knab et al. 1983), and determining the dynamic mod-
ulus of elasticity.

The instrument consists of a pulse generator for producing a wave pulse into the con-
crete and a receiver for sensing the pulse arrival and measuring the travel time of the pulse. 
Transducers with frequencies of 25–100 kHz are usually used for testing concrete. High-
frequency transducers (above 100 kHz) may be used for small-size specimens with relatively 
short path lengths, whereas low-frequency transducers (below 25 kHz) may be used for 
large specimens with relatively longer path lengths. There are three possible configurations 
in which the transducers may be arranged: direct transmission, semi-direct transmission 
and indirect transmission (Naik et al. 2004), as shown in Figure 12.1.

The pulse velocity method is an excellent means for investigating the uniformity of con-
crete. The test procedure is simple and easy to use. The testing procedures have been stan-
dardised by ASTM C597 (ASTM 2009). Besides the concrete properties, other factors, 
such as transducer contact, temperature of concrete, path length and reinforcing steels, also 
affect the pulse velocity. Therefore, the pulse velocity method should be used with care, so 
that the pulse velocity is affected only by the properties of the concrete and other adverse 
factors can be eliminated.

12.3.2 Impact-echo/impulse-response methods

The impact-echo method uses a mechanical impact to generate a high-energy stress pulse. 
The stress pulse propagates into the object along spherical wave fronts as P- and S-waves, 
which are reflected by internal interfaces (for example, flaws) or external boundaries. The 
reflected waves, or echoes, can be measured by a receiver and used to detect the depth of the 
flaws. The principle of the impact-echo method is illustrated in Figure 12.2.

Generator

Receiver

Generator

Receiver Generator Receiver

(a) (b) (c)

Figure 12.1   Pulse velocity measurement arrangements: (a) direct transmission, (b) semi-direct transmission, 
(c) indirect transmission.
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As the energy propagates into the object in all directions, and reflections may arrive 
from many directions, the impact-echo methods are primarily used for testing piles, whose 
boundary confines most of the energy within the pile. This is generally referred to as low 
strain integrity testing  and standardised by ASTM D5882 (ASTM 2007b). Other than piles, 
the method has also been applied to detect cracks, voids and delamination in concrete slabs 
or slab-like structures. The ASTM C1383 Standard (ASTM 2004) specifies the use of the 
impact-echo method to measure the thickness of slab-like concrete members.

An impact-echo test system is composed of three components: an impact source, a receiv-
ing transducer and a data acquisition system with appropriate software for signal analysis 
and data management. The selection of the impact source is a critical aspect of a success-
ful impact-echo test system. The force-time history of an impact may be approximated as 
a half-cycle sine curve. The duration of the impact, that is, contact time, determines the 
frequency content of the stress pulse generated by the impact. A shorter contact time indi-
cates that higher-frequency components are contained. Therefore, smaller defects or shal-
low defects can be detected. Geophones (velocity transducers) or accelerometers can be used 
as the receiver.

A variant of the impact method is known as the impulse-response method , transient 
response method  or impedance testing method  (Davis and Hertlein 1991). Unlike in 
the impact-echo method, the time history of the impact force is recorded in the impulse-
response method by an instrumented hammer. Given the time history of the impact force 
and the structural response, the transfer function can be calculated. The transfer function 
represents the characteristics of a structure, including material properties, geometry, sup-
port conditions and the existence of defects. It is noted that velocity is usually measured, and 
the corresponding transfer function is known as mobility . The impulse-response method is 
primarily applied for testing the integrity of piles. Other successful applications have also 
been reported: for example, Davis et al. (1997) evaluated the integrity of a concrete tank 
using the impulse-response method and other NDT methods.

12.3.3 Acoustic emission method

Acoustic emission refers to the phenomenon that stress waves are generated when a material 
undergoes a rapid release of energy, for example, cracking. These waves can be picked up 
by sensors attached to the surface of the material and used to evaluate the health condition 
of the material. The acoustic emission method has been widely used for highway structural 
assessment, particularly monitoring cracking and crack development, debonding and cor-
rosion (Rens et al. 1997; Yoon et al. 2000). The method is also effective for monitoring the 
wire fracture in stay cables, main cables and pre-stressed tendons (Elliot 1996; Li and Ou 
2008; Vogel et al. 2006). A recent review on acoustic emission monitoring of bridges is pre-
sented by Nair and Cai (2010).

The selection of appropriate transducers is based on the purpose and sensitiv-
ity required for the investigation. Resonant sensors are preferable, as they are highly 

Flaw

Impact

Flaw

Receiver

Figure 12.2   Principle of the impact-echo method.
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sensitive to typical acoustic emission sources. In bridge monitoring, unidirectional sen-
sors and sensors more sensitive to in-plane wave modes may be beneficial (Nair and Cai 
2010).

The acoustic emission method is applicable for local, global and continuous monitoring 
purposes without interrupting traffic over bridges. It can detect and locate flaws but can-
not determine the size of flaws. Quantitative analysis of damage is still difficult in practi-
cal bridge applications. In addition, extraneous noise may provide uncertain results in real 
bridges. For example, slight movement of bolted joints can also generate acoustic signals and 
may cause false damage detection (Chang and Liu 2003).

12.3.4 Radiographic method

Radiography is typically composed of a radiation source and an image collector. Radiation 
passes directly through a test specimen and exposes the film on the other side of the speci-
men. Different materials may attenuate the radiation differently. For example, steel attenu-
ates x-rays and gamma rays much more than concrete does. The differences in attenuation 
can therefore yield a photographic image of the internal structure of the specimen. X-rays 
and gamma rays are typically used as the radiation source. The radiographic methods are 
primarily used for examining welded products and castings for defects.

A more powerful technique called computed tomography  could be used to produce a 
three-dimensional representation of the internal structure of an object, such as dimensions, 
shape, internal defects and density. The object is essentially radiographed at various orienta-
tions, and then a computer is used to construct the three-dimensional image.

Conventional radiographic techniques can provide rapid and accurate information on the 
internal characteristics that is not available via other NDT methods. However, the equip-
ment is generally heavy, and the power consumption is large. Power sources of 250 kV–4 
MV are often needed to penetrate the thick and dense materials used in civil structures 
(Chang and Liu 2003). Portability of the equipment and accessibility of the object are two 
major problems for field implementation.

12.3.5 Eddy current method

Eddy current testing uses electromagnetic induction to detect flaws in conductive materials. 
In this method, a circular probe coil carrying current is placed in proximity to the test speci-
men. The alternating current in the coil generates a changing magnetic field, which induces 
eddy currents in the test specimen. The presence of a flaw will cause a change in the eddy 
current, which can be sensed by the probe coil. Eddy current testing is primarily used for 
surface or subsurface crack detection. It is also used for detecting corrosion in thin materials 
and measuring the thickness of paints and other coatings.

Eddy current instruments have a large variety of configurations depending on the applica-
tion. A basic eddy current testing instrument consists of an alternating current source, a coil 
of wire connected to this source and a voltmeter/ammeter to measure the voltage/current 
change across the coil. An appropriate coil is the most important part to achieve accurate 
signals from the probe.

Eddy current testing can detect very small cracks in or near the surface of the mate-
rial, and is capable of inspecting complex shapes and sizes. The limitations of the method 
include: (1) only conductive materials can be inspected; (2) the surface of the material must 
be accessible to the probe; (3) the depth of penetration into the material is limited, as the 
eddy current density decreases with depth; and (4) flaws such as delamination parallel to the 
probe are undetectable.
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12.3.6 Infrared thermographic method

Infrared radiation has a wavelength longer than visible light, or greater than 700 nm. Any 
object whose temperature is above 0° K (273.15° C) radiates infrared energy, which is not 
visible to the human eye but can be detected by an infrared camera. Infrared thermography 
is a testing technique measuring the temperature or temperature differences of an object. It 
can be simply used for inspecting electronic components or mechanical systems, in which a 
defect usually causes an increase in temperature.

In bridge inspection applications, the temperature measurements may be taken by day or 
night, as long as heat transfer between the bridge and the environment is taking place. Solid 
concrete is a reasonably good conductor of heat, and the convection within the concrete can 
be considered negligible. If the concrete has voids, the conduction paths will be disrupted. 
The disruptions in the flow of thermal energy lead to temperature differences on the surface, 
which can be detected by the infrared camera. Infrared thermography has been found to 
be an economical and accurate method for the determination of pavement and bridge deck 
conditions (Zachar and Naik 1992). The procedures are standardised by ASTM D4788 
(ASTM 2007a).

Various parameters affect the surface temperature measurements: solar radiation, cloud, 
ambient temperature, wind speed and surface moisture (Weil 2004). Therefore, thermo-
graphic testing should be carried out on days with no solid cloud cover, with the wind speed 
below 15 mph and with the surface dry (Kunz and Eales 1985).

A complete thermographic data collection and analysis system includes the infrared sen-
sor head, infrared scanning system, data collection system, and image recording and retriev-
ing devices. The whole system can be installed in a specially equipped van in bridge deck 
assessment applications (Zachar and Naik 1992).

Infrared thermography is an area-testing rather than a point-testing technique. It is more 
efficient than other invasive methods when testing large areas. One limitation of the tech-
nique is that the depth or thickness of a void cannot be determined.

12.4  DYNAMIC CHARACTERISTICS-BASED 
DAMAGE DETECTION METHODS

Dynamic characteristics-based damage detection methods are often called vibration-based 
damage detection methods . The change of the name from vibration-based methods to 
dynamic characteristics-based methods in this book is due to two considerations: (1) the 
current vibration-based methods are based on dynamic characteristics of civil structures; 
and (2) there is a distinction between dynamic response-based methods and dynamic char-
acteristics-based methods.

Whereas the NDT methods are regarded as local approaches, dynamic characteristics-
based damage detection methods are regarded as global approaches. These methods have 
been developed on the premise that commonly measured dynamic characteristics, such as 
natural frequencies, mode shapes and damping ratios, are functions of the physical proper-
ties of the structure (mass, stiffness, damping and boundary conditions). Therefore, changes 
in the physical properties, such as the reduction in stiffness resulting from the onset of 
cracks or the loosening of a connection, will cause detectable changes in the dynamic char-
acteristics (Doebling et al. 1996). Identifying the damage from the changes in the dynamic 
characteristics is the main task of dynamic characteristics-based damage detection methods.

The civil engineering community has studied dynamic characteristics-based damage 
detection since the early 1980s. Doebling et al. (1996) conducted a comprehensive review 
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of dynamic characteristics-based damage detection methods. After that, Sohn et al. (2003) 
reviewed the literature between 1996 and 2001. More recently, other literature reviews have 
been published (e.g. Brownjohn 2007; Farrar and Worden 2007; Fassois and Akellariou 
2007; Ou and Li 2010; Fan and Qiao 2011). The majority of dynamic characteristics-based 
methods fall into the frequency domain by using natural frequency, mode shape, damping, 
frequency response function (FRF), mode shape curvature, modal flexibility and modal 
strain energy as damage indices, which will be described in the following sections.

12.4.1 Natural frequency changes

Because the natural frequency is the most fundamental dynamic characteristic, the method 
of directly measuring the shifts in natural frequency (or eigenvalue) has been widely used. 
Salawu (1997) reviewed the damage detection methods with frequency shifts and the prob-
lems faced.

Cawley and Adams (1979) may have been the first researchers to provide a formulation 
for damage detection from frequency changes before and after damage. For an un-damped 
system, the eigenvalue equation is

 − +( ) =λi iM K Φ 0  (12.1)

where: 
 M  and K  are the mass and stiffness matrices, respectively
 λ i   is the i th eigenvalue
 Φ  i   is the associated mode shape vector

Assuming that the effect of damage causes a change in the stiffness matrix, ∆ K , while the 
mass is unchanged, Equation 12.1 then becomes

 − +( ) + +( )  +( ) =λ λi i i i∆ M K K 0DD FF FF∆  (12.2)

where ∆  λ i   and ∆  Φ  i   are the changes in eigenvalue and mode shape vector, respectively, due 
to the damage. Left-multiplying Φ  i  T  and substituting Equation 12.1 into Equation 12.2, the 
following equation can be derived by disregarding the high-order terms:
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where the subscripts E  and A  represent the experimental and analytical data, respectively. 
The total error, with the assumption of the damage at position r , is the sum of the errors in 
all the mode pairs. The lowest error indicates the location of the actual damage.

Stubbs et al. (1990) and Stubbs and Osegueda (1990a, 1990b) presented a sensitivity 
method for damage identification that is based on the work by Cawley and Adams (1979). 
Hearn and Testa (1991) developed a similar damage detection method at the elemental level. 
Friswell et al. (1994) developed Cawley and Adams’s work. Other works using frequency 
changes include Rizos et al. (1990), Narkis (1994), Choy et al. (1995) and Xu et al. (2004).

The effects of temperature on structural natural frequencies were discussed by Adams 
and Coppendale (1976). This factor was considered in Adams et al. (1991) to detect various 
damages in a space-truss structure using natural frequency changes.

The advantages of damage detection methods based on frequency changes are that the 
frequency can be measured using very few sensors and has relatively higher precision than 
other parameters. However, frequencies are not spatially specific and are not very sensitive 
to damage.

12.4.2 Mode shape changes

In this method, the modal assurance criterion (MAC) and its variations are usually used. 
The MAC value gives an indication of the closeness between two sets of mode shapes. It 
is necessary to identify the correlated mode pairs of structural model and experiments, or 
mode pairs before and after damage. The COMAC (COordinate MAC) is related to the 
degrees of freedom (DOFs) of the structure rather than to the mode numbers. They are 
expressed as
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where q is one DOF, and the superscripts ‘u’ and ‘d’ represent the undamaged and damaged 
states, respectively.

For a good mode correlation or coordinate correlation, the value should be near to 1.
COMAC has been shown to be capable of damage location (Kim et al. 1992). Ko et al. 

(1994) also pointed out that COMAC could be used to locate the damage, but MAC could 
not. Salawu and Williams (1995) conducted a full-scale test on a multi-span reinforced con-
crete highway bridge before and after structural repairs. MAC and COMAC were used to 
indicate the presence and location of repairs. The authors suggested that a MAC threshold 
value of 0.8 and at least 5% change in frequency would imply the presence of damage with 
confidence.

It is simple to use COMAC for detecting damage or locating error in a structural model, but 
it has less physical basis as compared with other methods. It is advisable to use this method 
in cases where the structure is tested and modelled in a free-free configuration (Maia et al. 
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1997). Direct comparison of the pre- and post-damage mode shapes has been found ineffec-
tive in identifying the damaged region unless damage is severe (Farrar and Jauregui 1996).

12.4.3 Modal damping changes

As the extraction of structural modal damping ratios is usually not as accurate as frequen-
cies and mode shapes, modal damping ratio is not a commonly used damage indicator. 
Brownjohn and Steele (1979) may be among the first researchers detecting damage with 
damping ratios. Salane and Baldwin (1990) tested a composite bridge model and a composite 
highway bridge. They found that modal damping ratios in the laboratory model decreased 
after the flange was cut, whereas those in the bridge increased initially and subsequently 
decreased. Ndambi (2002) investigated the principle of structure modal damping ratio and 
used it as a damage index for pre-stressed concrete beam structures. Keye (2006) detected 
delamination damages in a carbon fibre-reinforced polymer composite panel using damp-
ing ratios. With the Rayleigh damping assumption, the damping ratio changes between the 
undamaged and damaged models were calculated, and the maximum correlation with the 
measured damping ratio changes indicated the possible damage.

12.4.4 FRF changes

Ibrahim (1993) used an error indicator computing the Euclidean norm of the FRF vectors 
measured at discrete frequencies as
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where H  is the FRF matrix. Pascual et al. (1996) proposed a correlation index to measure 
the closeness between the measured and analytical FRFs, similarly to the MAC technique, 
using the following frequency domain assurance criterion (FDAC):
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where ω denotes the circular frequency.
Samman et al. (1991) investigated the change in FRF signals of a scaled highway bridge 

model caused by cracks in the girders. A pattern recognition method was introduced by 
utilising the integer slope and curvature values of FRF wave forms, rather than peak mag-
nitudes. Only one FRF reading per girder was required to detect and locate relatively minor 
cracks. Wang and Liou (1991) presented a new method to identify joint parameters using 
the two sets of measured FRFs of a substructure with and without the effect of joints. Some 
strategies were applied to overcome the measurement noise problem, which might result 
in false identification. Numerical simulation and experiments verified the accuracy of the 
proposed technique. Biswas et al. (1994) developed the modified chain-code method for the 
rapid detection of a small fault in a structure. Slope and curvature-based signatures were 
derived from the averaged composite FRF signature. Comparison of the intact signatures 
with the cracked signatures can detect cracks as small as 4 mm in hammer vibration tests of 
a bridge model consisting of three steel girders supporting a concrete deck. The method was 
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robust even when noisy data were present. Xia et al. (2007) adopted two damage indicators 
based on FRFs to detect possible damage to shear connectors in a slab-girder bridge model. 
Their method is based on the fact that damage to the shear connectors leads to the slab 
separating from the girders to a certain extent, and so the nearby points on the slab respond 
differently from those on the girders. One damage index is similar to Equation 12.8, in 
which the vertical FRFs of the girders and those of the slab were employed. The other dam-
age index is the Euclidean norm of difference of the FRFs. Both indicators could be used 
to identify damage in shear connectors accurately and consistently. One advantage of the 
method is that it is a reference-free method; that is, the undamaged data are not required. In 
addition, it is not affected by environmental variation, as the slab and girders were measured 
simultaneously and under identical environmental conditions.

In the FRF-based methods, however, the input information is required to form the FRFs. 
This is quite difficult for large civil structures.

12.4.5 Mode shape curvature changes

An alternative to obtaining spatial damage information is using mode shape derivatives, 
such as curvature, instead of mode shapes. The logic is based on the fact that a decrease 
in the flexural stiffness causes an increase in curvature. The mode shape curvatures are 
obtained by using a central difference approximation as
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where: 
 ϕ q,i   is the i th modal displacement at measurement point q 
 h  is the length of elements

Pandey et al. (1991) demonstrated that the absolute change in mode shape curvatures 
could be a good indicator of damage for beam structures. Chance et al. (1994) detected 
artificial cracks in a beam and concluded that curvatures were locally sensitive to the fault, 
but mode shapes were not. It is noted that the accuracy of this method is subject to numeri-
cal estimation difficulties resulting from the need for differentiation. Moreover, it is error 
sensitive, because a small noise in the mode shapes may lead to a very different result.

12.4.6 Modal strain energy changes

The strain energy of a Bernoulli–Euler beam is given by Stubbs et al. (1995):
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where: 
 EI  is the flexural rigidity of the beam
 w  denotes the transverse displacement
 L  is the total length of the beam

For a particular i th mode shape, Φ  i  (x ), the j th member contribution to the mode is
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where a j   and a j   +  1  are the nodal coordinates of the beam element. The fractional energy of 
the element can be used as a damage indicator. Cornwell et al. (1997, 1999) extended it to 
plate-like structures characterised by two-dimensional curvatures.

Shi et al. (1998) defined the modal strain energy (MSE) of the j th element and i th mode as

 MSEij i
T

e j i= FF FFK ,  (12.12)

where K e  , j   denotes the j th elemental stiffness matrix. The change ratio of MSE before and 
after damage was used as an indicator of the damage location.

Although damage detection methods based on mode shape changes and their derivatives 
can provide spatial information regarding the location of structural damage, they have sev-
eral limitations in application. First, a dense array of measurement points is required for an 
accurate estimate of mode shapes and mode shape curvatures. Second, the mode shape has 
larger statistical variation than modal frequencies. Third, the mode shape curvature meth-
ods are not readily applicable to structures with complex configurations. Finally, it is neces-
sary to select a mode shape, yet it is a priori unknown which mode suffers from a significant 
change due to a particular damage.

12.4.7 Flexibility changes

With mass-normalised mode shapes, the modal flexibility matrix can be obtained as
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where: 
 F is the flexibility matrix
 Φ is the complete mode shape matrix
	 Λ = diag(ω i  2 )
 ω i   is the i th circular frequency

From Equation 12.13, it can be seen that the mode contribution to the flexibility matrix 
decreases as the frequency increases. Therefore, a good estimate of the flexibility matrix can 
be made from a few lower modes rather than the higher-frequency modes, which are dif-
ficult to measure in practice.

Raghavendrachar and Aktan (1992) demonstrated that flexibility was more sensitive 
than frequencies and mode shapes to local damage. Pandey and Biswas (1994) proposed 
a method based on flexibility changes in damage detection of a free-free steel beam. This 
method was applied to detect artificial cuts in the I-40 bridge over the Rio Grande in New 
Mexico, together with several other methods, by Farrar and Jauregui (1996). The results 
demonstrated that this method was not successful in practice.

12.4.8 Comparison studies

Wang and Zhang (1987) investigated the sensitivity of the dynamic characteristics to faults 
in structures so as to choose sensitive characteristics as the observing properties. The results 
showed that modal parameters (damped frequencies, natural frequencies and mode shapes) 
were not sensitive to structural damage, but FRFs were when the excitation frequency was 
near the natural frequencies.
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Five damage detection algorithms, including the 1-D strain energy method (Stubbs et al. 
1995), the mode shape curvature method (Pandey et al. 1991), the flexibility change method 
(Pandey and Biswas 1994), a method combining mode shape curvature and flexibility change 
(Zhang and Aktan 1995) and the stiffness change method (Zimmerman and Kaouk 1994), 
were applied to detect artificial cuts in the I-40 bridge over the Rio Grande in New Mexico 
(Farrar and Jauregui 1996). In general, all methods could identify the damage location cor-
rectly for the severest damage, one cut from the mid-web completely through the bottom 
flange. The methods were inconsistent and did not clearly identify the damage location 
when they were applied to the three less severe damage cases. Detection results generally 
showed that the strain energy method performed best.

Cornwell et al. (1998) applied two non-model-based methods to detect damage. One 
is based on the changes in flexibility and the other on the changes in the strain energy. 
They were tested on an aluminium free-free I-beam and a clamped aluminium plate before 
and after the cut. The results with the two methods showed that changes for serious dam-
age cases could be located successfully, but smaller levels of damage could not. Zhao and 
DeWolf (1999) reported that modal flexibilities were more sensitive to damage than either 
natural frequencies or mode shapes.

12.4.9  Challenges in dynamic characteristics-
based damage detection methods

Although the dynamic characteristics-based damage detection methods have achieved some 
degree of success in aerospace and mechanical engineering communities, their application 
to civil structures is still limited due to several inherent weaknesses.

One issue is the dependence on prior analytical models and/or prior test data. Many 
dynamic characteristics-based damage detection methods assume that the initial finite 
element (FE) model of a structure can represent the intact structure. But its accuracy is 
doubtful, because there are many uncertainties in civil structures, for example, existence of 
non-structural members, boundary conditions, nonlinear response and damping. The solu-
tion to these problems is to update the FE model properly. This needs measurement data in 
the intact state, which are usually not available in practice.

In addition to FE modelling error, measurement noise is also severe for civil structures. 
Civil structures with very large size and inertia are typically excited under ambient vibra-
tion. The frequency components are generally low (below 100 Hz or even a few hertz), and 
the bandwidth is relatively narrow compared with aerospace structures. This means that 
dynamic characteristics-based methods are not sensitive to local damage in civil structures, 
which has a more significant influence on high modes. Unless the damage becomes very 
severe, or the sensors are correctly distributed around it, the damage is difficult to detect 
reliably using limited sensors.

Some kinds of damage in civil structures occur by a long, gradual and slow process. 
Dynamic characteristics do not have an abrupt change, in general. In addition, civil struc-
tures are located under varying environmental conditions, such as temperature and opera-
tional loadings. These environmental conditions affect structural dynamic characteristics, 
on many occasions, more significantly than structural damage does. Although the tempera-
ture effect can be eliminated from the relation between the temperature and the dynamic 
characteristics, there are a few difficulties in practice: (1) the establishment of this rela-
tion requires a long period of field measurement; (2) the global dynamic characteristics 
are associated with the temperature distribution of the entire structure, not only the air 
temperature and/or surface temperatures (Xia et al. 2011); and (3) the temperature effect 
is combined with the operational loading effect. Therefore, environmental variation is a 



346 Smart civil structures

critical and complicated factor for reliable damage detection in civil structures. Finally, 
civil structures are unique in terms of geometry, boundary conditions, configuration and 
loadings. Therefore, the methods may be applicable to one structure only but not to others.

12.5 DYNAMIC RESPONSE-BASED DAMAGE DETECTION METHODS

Dynamic response-based damage detection methods directly employ structural responses 
without the extraction of structural dynamic characteristics for damage diagnosis. The fun-
damental principle behind the dynamic response-based methods is that the measured struc-
tural responses are direct functions of the physical properties of the structure and that the 
damage-induced structural responses can be captured and reflected by the defined damage 
indices even without the extraction of structural dynamic characteristics. WT and HHT are 
two kinds of widely used techniques in dynamic response-based damage detection methods, 
which will be reviewed in this section. The applicability of empirical mode decomposition 
(EMD) for identifying structural damage caused by a sudden change of structural stiffness 
(Xu and Chen 2004) will then be presented in detail as an example. Another example to be 
introduced in this section is a statistical moment-based damage detection method (Zhang 
et al. 2008; Xu et al. 2009).

12.5.1  Review of response-based damage detection 
methods using WT and HHT

There are three major damage indices considered in the WT-based methods for damage 
detection: (1) variation of wavelet coefficients before and after damage; (2) local pertur-
bation of wavelet coefficients; and (3) reflective wave caused by local damage (Kim and 
Melhem 2004). The main idea behind the use of wavelets for damage detection is based on 
the fact that the presence of damage, such as cracks, introduces small discontinuities in the 
measured structural response in the vicinity of the damage location. Often, these disconti-
nuities cannot be observed from direct examination of structural response, but they may be 
detectable from the distribution and analysis of the wavelet coefficients obtained by the con-
tinuous wavelet transform (CWT) or discrete wavelet transform (DWT). Hou et al. (2000) 
proposed a wavelet-based approach to identify the location and onset of damage in a simple 
structural model with breakage springs. Sun and Chang (2002) proposed a wavelet-packet-
transform-based method for damage assessment, in which dynamic signals measured from 
a structure were first decomposed into wavelet packet components, whose energies were 
then calculated and used as inputs into neural network models for damage assessment. 
Based on a CWT, Li et al. (2006) proposed a damage detection method and applied it to 
analyse flexural wave in a cracked beam to identify the damage location and extent pre-
cisely. Huang et al. (2009) developed a distributed two-dimensional (2-D) CWT algorithm 
that can use data from discrete sets of nodes and provide spatially continuous variation in 
the structural response parameters to monitor structural degradation. Some experimental 
studies were carried out by Wu and Wang (2011) for damage detection of a beam structure 
with different crack depths by employing spatial WT. Many researchers have also devoted 
themselves to developing WT-based damage detection methods in bridge engineering with 
the consideration of a moving load (Zhu and Law 2006; Nguyen and Tran 2010; Hester 
and Gonzá lez 2012). Literature reviews on this research area can also be found in Kim and 
Melhem (2004), Ovanesova and Suá rez (2004) and Reda Taha et al. (2006).

HHT is an empirically based data-analysis method and consists of two parts: EMD and 
Hilbert spectral analysis (HSA) (Huang and Shen 2005). Similarly to wavelet analysis, 
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HHT has been demonstrated to be capable of precisely composing a signal in the frequency-
time domain (Huang et al. 1998). Consequently, it is capable of detecting damage-induced 
discontinuity in the recorded response data and has been used for damage detection by 
many researchers (Yang et al. 2004; Loutridis 2004; Chen et al. 2007; Hsu et al. 2012). 
Similarly to WT-based approaches, the basic concept of the HHT-based methods is that 
sudden breakage of a structural element will cause discontinuity in the response signal 
measured in the vicinity of the damage location. When the vibration signal is decomposed 
using EMD, the discontinuity will form a signal feature, termed a damage spike , through 
HSA. The damage time instant can then be identified in terms of the occurrence time of 
the spike, and the damage location can be determined by the spatial distribution of the 
observed spikes.

It is noted that dynamic characteristics-based damage detection methods are also based 
on structural response measurements, because the measured dynamic characteristics are 
often extracted from the measured structural responses. The cornerstone for distinguishing 
dynamic characteristics-based methods from response-based methods is to see the dam-
age indices. If the structural dynamic characteristics extracted from the response measure-
ments are used as damage indices, such damage detection methods can be classified as 
dynamic characteristics-based methods. If the damage indices are obtained directly from 
the analysis of structural responses, such as the variation of wavelet coefficients or the spike 
in the response signal, these approaches can be viewed as response-based methods. From 
this point of view, some WT- or HHT-based methods can also be considered as dynamic 
characteristics-based methods if dynamic characteristics, such as mode shape or natural 
frequencies, are extracted by WT or HHT methods and used as damage indices (Yang et al. 
2003a,b; Cao and Qiao 2008; Fan and Qiao 2009; Tang et al. 2010).

12.5.2 Experimental investigation of damage detection using EMD

The EMD method, developed by Huang et al. (1998), is a signal processing method, which 
can decompose any data set into several intrinsic mode functions (IMFs) by a procedure 
called a sifting process . To illustrate the application of EMD for detecting structural dam-
age due to a sudden change in structural stiffness, a comprehensive experimental study has 
been carried out (Xu and Chen 2004) and will now be described.

A three-story building model was designed and constructed as shown in Figure 12.3. The 
steel frame of the three-story building consisted of three steel plates of 850  ×  500  ×  25 mm 
and four equally sized rectangular columns with a cross section of 9.5  ×  75 mm. The plates 
and columns were properly welded to form rigid joints. The building model was then welded 
on a steel base plate of 20 mm thickness. The steel base plate was in turn bolted firmly on 
the shaking table using a total of eight bolts of high tensile strength. The overall dimensions 
of the building model were measured as 850 × 500 × 1450 with a clear story-height of 450 
mm. All the columns were made of high-strength steel of 435 MPa yield stress and 200 GPa 
modulus of elasticity. The 9.5  ×  75 mm cross section of the column was arranged in such a 
way that the first natural frequency of the building was much lower in the x-direction than 
in the y-direction. Each steel floor could be regarded as a rigid horizontal plate, leading to 
a shear-type building model in the x-direction. To simulate the inherent energy dissipation 
capacity of a real structure, dashpots were installed between every two floors. The geo-
metrical scale of the building model was assumed to be 1/5. With additional mass of 135 kg 
placed on each floor of the building model, the resulting similarity scales for displacement, 
velocity, acceleration and time were approximately 0.20, 0.64, 2.03 and 0.32, respectively.

To simulate a sudden change of structural stiffness, on each side of the first-floor plate of 
the building a spring was horizontally installed along the x-direction with one end connected 
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to the floor plate in the middle through a pin and the other end connected to a steel frame 
made by steel angles and fixed on the shaking table (see Figure 12.3). The connecting pin 
between the floor plate and the spring was so designed that it could be easily and quickly 
pulled out to release the pretensioned spring during the vibration of the building, thereby 
simulating a sudden change of building horizontal stiffness on the first floor. The arrange-
ment of springs at the first floor was because damage to a building under seismic excitation 
most likely occurs in the lowest story.

To simulate different damage severities, four groups of springs were used in the experi-
ment. Each group consisted of two springs of the same length, and the stiffness of the two 
springs was calibrated and listed in Table 12.1. The first group of springs (spring group 1) 
had the highest stiffness, and the last group of springs (spring group 4) had the lowest stiff-
ness. The damage severity simulated by releasing each spring group was quantified by the 

Table 12.1   Stiffness calibration results for each spring group (N/mm)

Spring group1 Spring group2 Spring group3 Spring group4 

Spring k1 Spring k2 Spring k3 Spring k4 Spring k5 Spring k6 Spring k7 Spring k8 
82 73 54.9 60.6 46.25 44.25 28.81 29.24
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Figure 12.3   Configuration and instrumentation of the building model (all dimensions in millimetres): (a) ele-
vation, (b) plan.
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ratio of the total stiffness of each spring group to the story stiffness of the first story. The 
first-story stiffness was computed as 581.14 N/mm, based on the assumption of a shear 
building, and as a result, the damage severities simulated by spring groups 1 through 4 were 
26.7%, 19.8%, 15.6% and 10.0%, respectively.

To fully utilise the springs for generating different damage patterns, the two springs in 
each group were released either simultaneously or successively during the vibration of the 
building. The symbols D1 and D2 are used hereafter to represent the simultaneous damage 
pattern and the successive damage pattern, respectively. For each test, the two springs were 
stretched to such an extent as to ensure the springs were always in tension even after one 
spring was released.

Each building floor was equipped with two B&K 4370 accelerometers in the x-direction. 
The signals from the accelerometers were transferred to B&K 2635 signal conditioners, by 
which one of them was converted into a displacement signal using the built-in electronic 
circuit. Two more B&K 4370 accelerometers were installed on the base plate of the building 
and on the shaking table, respectively, to measure and cross-check the acceleration in the 
x-direction as a direct ground motion to the building. At the bottom of each column of the 
first story of the building, a TML PFC-10-11 strain gauge of 10 mm length was stuck on 
each side of the column to measure the bending strain of each column. The locations of the 
accelerometers and strain gauges are illustrated in Figure 12.3.

To accurately record the time instant of releasing the springs (the damage time instant) in 
the experiment, an electrical circuit was formed for each spring, in which the spring served 
as an electric resistance and the pin served as a switch. The voltage was supplied to the elec-
trical circuit using a battery, and the signal was conditioned and input into the computer. In 
such an arrangement, the measured voltage would drastically change at the moment of the 
pin being pulled out, by which the damage time instant could be accurately recorded. For 
convenience of description, the two special channels are referred to hereafter as Channels 
17 and 18.

The experiment was carried out in two phases with a total of 28 test cases. Phase 1 was a 
free vibration test in which the building was excited to vibrate by hand shaking on the top 
floor and then released for free vibration in the x-direction. For each spring group, the two 
test cases, representing the damage pattern D1 and the damage pattern D2, were conducted 
and repeated five times with a sampling frequency of 500 Hz. In the repeated tests, the time 
instant of releasing the springs was different to examine its effects on damage detection. The 
recording time duration was 40 s for each case. To investigate the effects of sampling fre-
quency, four more test cases were performed on spring group 3 for the damage pattern D1 
with the sampling frequency of 100–400 Hz at an interval of 100 Hz. For each sampling fre-
quency, the test case was repeated five times but with different releasing times of the springs.

Phase 2 consisted of random excitation and earthquake simulation tests that were carried 
out using the unidirectional shake table facility at The Hong Kong Polytechnic University. 
Two types of input excitation were used in Phase 2: one was white noise random excitation 
and the other was the El-Centro 1940 earthquake ground acceleration (N-S component). 
The original El-Centro earthquake time history was first compressed in time by a factor of 
3.0 to meet the similitude requirements. The white noise random excitation of frequency 
range from 0.5 to 30 Hz was automatically generated by the control system of the shaking 
table. The input peak ground acceleration for both input excitations was scaled to 0.1 g to 
facilitate the analysis of the measurement results. Eight test cases for the building under the 
El-Centro earthquake excitation were performed with four spring groups and two damage 
patterns included. Each test case was repeated four times. For white noise random excita-
tion, six test cases were carried out with four spring groups and two damage patterns con-
sidered, and each test case was repeated twice. The sampling frequency for all test cases in 
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Phase 2 was set as 500 Hz, with the recording duration being 40 and 60 s for the El-Centro 
earthquake excitation and the white noise random excitation, respectively. All the test cases 
are summarised in Table 12.2.

The measured structural response time history from each test case was processed using 
the EMD approach with intermittency check to obtain the first IMF component with an 
identical intermittency frequency of 50 Hz. Software (EMD V1.0) issued by Princeton 
Satellite System Inc. was used to implement the EMD approach. The first IMF components 
obtained in this way from each test case were used to identify the damage time instant and 
damage location of the building through observation of the presence and distribution of 
damage spikes. The results identified from the response time histories were then compared 
with the damage time instants recorded by Channels 17 and 18, and it was checked whether 
the damage occurred at the first story.

Let us first consider the damage pattern D1, that is, when the two springs were simulta-
neously released. Only the test cases with the spring group 3, the damage pattern D1 and 
the sampling frequency of 500 Hz are discussed in this section based on the structural 
acceleration response. Figures 12.4 through 12.6 show the measured acceleration response 
time history at each floor and its first IMF component obtained by EMD for the building 
under free vibration, white noise random excitation and earthquake excitation, respectively. 
Figures 12.4 and 12.6 also display the time histories of voltage recorded by Channels 17 and 
18 for damage time instants.

It can be seen from Figure 12.4g and h that in this case of free vibration, the two 
springs were simultaneously released at t  = 19.5 s. Though it is hard to identify this dam-
age event directly from the acceleration response time histories (see Figures 12.4a–c), it 
is easy to observe a sharp spike in the first IMF of acceleration response of the first floor 
(see Figure 12.4f) at time t  = 19.5 s, which is exactly the moment when the two springs were 
suddenly released and the damage event occurred. For the test case shown in Figure 12.5 
for the building under white noise random excitation, a sharp spike can also be identified in 
the first IMF of acceleration response of the first floor at t  = 14.7 s, which is the same as the 
time instant when the stiffness of the first floor was suddenly changed. The same observa-
tion can be made for the building under the El-Centro earthquake excitation. The only dif-
ference between the three test cases is the pattern of the damage spike, which is very sharp 
in the free vibration test but has a short decaying tail in both the white noise random test 
and the El-Centro earthquake simulation test. This difference is mainly due to the type of 
excitation and the structural vibration energy suddenly released at the damage time instant. 
The repeated tests for each test case also demonstrated the same phenomena. Thus, one may 

Table 12.2   Summary of test cases

Phase and case 
Sampling 

frequency(Hz) Spring group Number of repeated tests 

Phase 1: 12 cases 
Free vibration test

500 Group 1, 2, 3, 4 5 for D1 and 5 for D2 for 
each spring group

400 Group 3 5 for D1
300 Group 3 5 for D1
200 Group 3 5 for D1
100 Group 3 5 for D1

Phase 2: 8 cases 
Random excitation

500 Group 1, 2, 3, 4 2 for D1 and 2 for D2 for 
each spring group

Phase 2: 8 cases 
El-Centro earthquake

500 Group 1, 2, 3, 4 3 for D1 and 3 for D2 for 
each spring group
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conclude that the EMD approach can identify the occurrence of a damage event and the 
damage time instant from the measured acceleration response time history by the identifica-
tion of a damage spike in its first IMF component of very high frequency. Moreover, for the 
determination of damage location, it can also be seen from Figures 12.4 through 12.6 that a 
sharp damage spike appears clearly only in the first IMF of the acceleration response of the 
first floor. No damage spike emerges in the first IMFs of the acceleration responses of the 
second and third floors of the building under free vibration, while there are very small spikes 
appearing in the first IMFs of the acceleration responses of the second and third floors of the 
building under either random excitation or earthquake excitations. Therefore, by analysis 
of the distribution of damage spikes along the height of the building, the damage location 
can be easily identified at the first story of the building. The repeated tests for each test case 
support this observation.

To assess the potential application of EMD for detecting successive damage events from 
the measurement data, the test cases of the building with spring group 3 and damage pattern 
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Figure 12.4   Building responses and damage time instants: free vibration (pattern D1).
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D2 are investigated in this section as well. Figure 12.7 displays the damage time instants 
when the two springs were successively released and the acceleration responses of the build-
ing under free vibration. It can be seen that the two spikes appearing in the first IMF of the 
acceleration response of the first floor (see Figure 12.7f) clearly confirm that the two damage 
events occurred at 16.9 s and 20 s successively. Similar observations and conclusions can be 
obtained in the cases of white noise random excitation and earthquake excitation. As for 
the damage localisation, it is straightforward to conclude that the damage occurs at the first 
story, because the damage spikes appear in the first IMF of the acceleration response of the 
first floor only, and there are no obvious spikes arising in the first IMFs of the acceleration 
responses of the second and third floors. The repeated tests for each case also support the 
statement that the EMD approach can be applied to detect successive damage events and 
their locations for the building concerned.

It is clear from this discussion that the EMD approach is capable of detecting the damage 
time instant and damage location using the measured acceleration responses of the build-
ing with either a single damage event or successive damage events. To further investigate 
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Figure 12.5   Building responses and damage time instants: white noise random excitation (pattern D1).
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the performance of EMD for damage detection, several factors, including damage severity, 
sample frequency and measurement quantity, were investigated. Regarding the effects of 
damage severity, it seemed that higher damage severity led to higher amplitude of the dam-
age spike. However, since the damage spike was a transient signal feature, its amplitude 
would easily be affected by many factors. No quantitative relationship can be found at this 
stage, and further investigation is needed on this aspect. Regarding the effects of sample 
frequency, it seems that a sampling frequency higher than the frequency of the damage 
event is necessary for the successful application of the EMD approach for damage detection. 
Regarding the measurement quantity, it was found that the measurement of an acceleration 
response other than the displacement and strain responses is necessary for damage detection 
by EMD. This is because the displacement and strain responses change very little during 
the abrupt change of structural stiffness compared with the acceleration response. For more 
details, readers can refer to Xu and Chen (2004).
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Figure 12.6   Building responses and damage time instants: earthquake excitation (pattern D1).
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12.5.3 Statistical moment-based damage detection method

Structural damage, such as stiffness losses in a structure, will cause changes in both the statistical 
moments and the probability density functions (PDFs) of the structure under random excitation. 
Therefore, the changes in statistical moments can be used as damage indices. In this regard, the 
principle of a statistical moment-based damage detection method (Zhang et al. 2008) is put for-
ward in terms of a single-degree-of-freedom (SDOF) system in this section. Further information 
on the statistical moment-based damage detection method for multi-degrees of freedom (MDOF) 
systems, as well as the experimental validation of the method, can be found in Xu et al. (2009).

Let us consider a single-story shear building under zero-mean white noise ground accel-
eration of Gaussian distribution. The equation of motion of the linear-elastic shear building 
can be expressed as

 
mx cx kx mxg�� � ��+ + = −

 (12.14)
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Figure 12.7   Building responses and damage time instants: free vibration (pattern D2).
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or

 
�� � ��x x x xo o g+ + = −2 2ξω ω

where: 
 m , c  and k  are the mass, damping and stiffness coefficient of the building, respectively
 x , �x   and ��x   are the relative displacement, velocity and acceleration responses of the 

building to the ground, respectively
 ��xg   is the white noise ground acceleration
 ξ  is the damping ratio of the building
 ω o    is the circular natural frequency of the building and is equal to k m/  

If a structure is a linear system, the power spectrum S (ω ) and the variance σ 2  of the struc-
tural response can be obtained by

 
S H Sf( ) ( ) ( )ω ω ω= 2

 (12.15)

 
σ ω ω2 =

−∞
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∫ S d( )
 (12.16)

where: 
 S f  (ω ) is the power spectrum of ground excitation
 H (ω ) stands for the FRF

If the ground excitation is an ideal white noise, S f  (ω ) is then a constant S 0  over the whole 
frequency zone from -∞  to +∞ . For an SDOF system, the module of the displacement 
FRF, H d  (ω ), the velocity FRF, H v  (ω ), and the acceleration FRF, H a  (ω ), can be obtained as 
follows:
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Substituting Equation 12.17 into Equation 12.15 and then Equation 12.16 leads to the 
variance or second-order moment of displacement response σd

2:

 M H S d
S

mk
d d f2
2 2 0

32
dis = = =

−∞

+∞

∫σ ω ω ω π
ξ

( ) ( )  (12.20)

In a similar way, the variance or second-order moment of velocity, σv
2, and acceleration, 

σa
2, can be obtained as follows:
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The fourth-order and sixth-order moments of displacement, velocity and acceleration can 
then be given as
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Based on Equations 12.21 through 12.28, the following sensitivity equations can be 
derived:
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From Equations 12.29 through 12.31, it can be observed that the relative changes of the 
statistical moments of displacement and velocity are negatively proportional to the relative 
change of stiffness, while the relative change of the statistical moment of acceleration is 
positively proportional to the relative change of stiffness. The ratios of the relative change of 
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the displacement moments to the relative change of stiffness are three times those of velocity 
moments positively and three times those of acceleration moments negatively. This result 
reflects that the relative change of the statistical moment of displacement is twice as sensitive 
to the relative change of stiffness as those of velocity and acceleration. Thus, the statisti-
cal moment of displacement will be selected as the damage index. Furthermore, it can be 
observed that the relative change of higher-order moments of displacement is more sensitive 
to the relative change of stiffness.

Based on Equations 12.20, 12.23 and 12.26, the stiffness of the structure can be obtained 
from the second-order, fourth-order and sixth-order statistical moments of displacement 
response, respectively.
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The statistical moment-based damage detection on an SDOF system can therefore be car-
ried out in the following steps: (1) measure the displacement response of the SDOF system to 
the ground acceleration, which is a zero-mean Gaussian white noise random process; (2) cal-
culate the even statistical moments; (3) calculate the structural stiffness of the undamaged 
structure k̂u using Equations 12.32 through 12.34; (4) use the same procedure to calculate 
the structural stiffness of the damaged structure k̂d  under another random excitation; and 
(5) identify the structural damage severity µ̂ by

 ˆ
ˆ ˆ

ˆ %µ = − ×k k

k

d u

u
100  (12.35)

where the symbol ‘^’ represents ‘estimated’ in contrast with ‘theoretical’, and the super-
scripts ‘u’  and ‘d’ stand for ‘undamaged’ and ‘damaged’, respectively.

There are many sources causing measurement noise to pollute desirable signals during 
either laboratory tests or field measurements of civil structures. The type and intensity of 
measurement noise depend on the type and size of a structure, the measurement system and 
the environment surrounding the structure. Assume that the measurement noise is white 
noise, indicating that the measurement noise is caused by many sources of equal impor-
tance. The measurement noise intensity η  is defined as the ratio of the root mean square 
(RMS) of measurement noise ε  to the RMS of displacement response x :

 η
ε

=
RMS

RMS
( )
( )x

 (12.36)
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The effect of measurement noise on damage detection is measured in terms of the noise 
effect ratio γ :

 γ = − ×
ˆ ˆ

ˆ %
k k

k
n 100  (12.37)

where:
 k̂n is the identified structural stiffness considering the effect of measurement noise
 k̂  is the identified structural stiffness without considering the effect of measurement noise

By defining the structural response with measurement noise as y , there is a relationship

 y x= + ε  (12.38)

where: 
 x  is the actual structural response
 ε  is the measurement noise independent of x 

Then, by taking a noise intensity of 15%, for example, one may have

 σ σ σ σεy x x
2 2 2 2= + = 1 0225.  (12.39)

As a result, the statistical moments of the structural responses with measurement noise 
can be obtained as

 M My x2 21 0225= .  (12.40)
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where: 
M 2 y  , M 4 y   and M 6 y   are the second-order, fourth-order and sixth-order moments, 

respectively, of y 
M 2 x  , M 4 x   and M 6 x   are the second-order, fourth-order and sixth-order moments, 

respectively, of x 

Using Equations 12.32 through 12.34 leads to
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where:
 k n   is the theoretically identified stiffness considering measurement noise 
 k  is the corresponding stiffness without considering measurement noise

It can be seen that the theoretical noise effect ratio is only 1.47% even at the noise inten-
sity of 15%. This result indicates that the statistical moment of displacement response is not 
sensitive to measurement noise.

Consider a numerical example, in which the mass, damping ratio and horizontal stiff-
ness of a single-story shear building model are taken as 230.2 kg, 1% and 5.46  ×  105  N/m, 
respectively. The ground excitation is taken as a zero-mean white noise stationary pro-
cess. Five damage cases, stiffness reduction of 2%, 5%, 10%, 20% and 30% (Scenario 1 
through Scenario 5), are considered. The structural displacement, velocity and acceleration 
responses are obtained, but the displacement responses are utilised hereinafter to effectively 
conduct damage detection.

The second-order (M 2 ), fourth-order (M 4 ) and sixth-order (M 6 ) statistical moments, which 
represent the characteristics of distribution, are computed for the undamaged building and 
the damaged building with the aforementioned five scenarios and listed in Table 12.3. The 
corresponding circular frequencies (ω 0 ) of the undamaged building and the damaged build-
ing are also computed and shown in Table 12.3. Superscripts d  and u  in the table stand for 
damage and the undamaged state, respectively.

It can be found from Table 12.3 that statistical moments are more sensitive to structural 
damage than circular natural frequency. Furthermore, it seems that the higher-order statisti-
cal moment would be a good index for structural damage detection, because higher-order 
statistical moments are more sensitive to structural damage than lower-order moments. 
However, the statistical moments are random variables, and higher statistical moments are 
less stable in the actual numerical calculation due to the effects of limited time duration. 
Therefore, as far as a damage index is concerned, the fourth-order moment may be a good 
choice, which represents a compromise measure between sensitivity and stability. In the 
study described here, the fourth-order moments are adopted for damage detection.

The procedure of damage detection is then carried out without consideration of noise. The 
identification results are given in Table 12.4. It can be seen that even for a damage severity of 
2%, the proposed statistical moment-based damage detection method produces a satisfac-
tory result if measurement noise is not considered. Random white measurement noises are 
subsequently introduced into the structural displacement responses to investigate the effect 
of measurement noise on damage detection. Five noise intensities are considered: 1%, 2%, 
5%, 10% and 15%. Table 12.5 displays the noise effect ratio γ  obtained for the aforemen-
tioned five damage cases and five noise intensities. As shown in Table 12.5, the noise effect 
ratio has almost nothing to do with damage severity, which means that the measurement 

Table 12.3   Change ratios of natural frequency and statistical moments (SDOF system)

Scenario 

ω ω
ω

0 0

0

d u

u

−
(%)

M M
M

d u

u
2 2

2

−
(%)

M M
M

d u

u
4 4

4

−
(%)

M M
M

d u

u
6 6

6

−
(%)

1 −1.00 3.08 6.25 9.52
2 −2.53 8.00 16.64 25.96
3 −5.13 17.12 37.17 60.66
4 −10.55 39.75 95.31 172.96
5 −16.33 70.75 191.55 397.80
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noise has only small effects on the damage detection. It can be concluded that the fourth 
statistical moment is a sensitive measure, but it is insensitive to measurement noise. By 
using the fourth moment as a damage index, the proposed statistical moment-based damage 
detection method can provide not only reliable damage detection results but also explicit 
estimation of noise effects on damage detection results.

12.6 MULTI-SCALE DAMAGE DETECTION METHOD

This section provides a multi-scale damage detection method by combining the multi-scale 
response reconstruction technique with the radial-basis-function (RBF) network and the 
response sensitivity-based FE model updating method (Zhang and Xu 2016). The multi-
scale response reconstruction technique, based on the optimal placement of multi-type sen-
sors, has been discussed in Chapter 8 in detail for an intact structure. If damage occurs in 
the structure, the trained RBF network is then employed to predict the displacement and 
strain mode shapes of the damaged structure using the modal parameters extracted from 
the measurement data through experimental modal analysis (EMA). The predicted displace-
ment and strain mode shapes are further used to reconstruct the responses of the damaged 
structure by virtue of the Kalman filter. The reconstructed responses are finally used to iden-
tify the damage in terms of sensitivity-based FE model updating. In each iteration for model 
updating, sparse regularisation is employed to overcome the ill condition of the problem. A 
simply supported overhanging steel beam is experimentally investigated to demonstrate the 
feasibility and superiority of the multi-scale damage detection method.

12.6.1  RBF network for response reconstruction 
of damaged structure

As mentioned in Section 12.4 , the structural responses measured from the limited sensors 
installed on a civil structure may not contain enough information to identify local damage. 
An intuitive idea is to reconstruct the responses at the locations that are in the vicinity of 

Table 12.4   Damage detection results and theoretical values (SDOF system)

Scenario 

M̂d
4

(10 13 4− m )

Md
4

(10 13 4− m )
k̂d

( )N m/
kd

( )N m/

ˆ ˆ

ˆ
k k

k

d u

u

−
(%)

k k
k

d u

u

−
(%)

1 2.5516 2.5530 535,218 535,080 −2.20 −2
2 2.1644 2.2310 524,683 518,700 −4.12 −5
3 3.2873 3.3646 495,871 491,400 −9.38 −10
4 3.8272 3.8841 438,702 436,800 −19.83 −20
5 7.2024 7.3511 385,054 382,200 −29.64 −30

Table 12.5   Noise effect ratio γ  (SDOF system)

Noise level Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 

1% −0.01% −0.01% −0.01% −0.01% −0.01%
2% −0.03% −0.03% −0.03% −0.03% −0.03%
5% −0.21% −0.19% −0.19% −0.13% −0.17%
10% −0.90% −0.80% −0.76% −0.57% −0.71%
15% −1.88% −1.63% −1.72% −1.39% −1.65%
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the damage. However, it is not straightforward to reconstruct the response of a damaged 
structure using the Kalman filter, as introduced in Chapter 8. Nevertheless, it is noted from 
Equations 8.35 through 8.52 for the optimal sensor location and the best response recon-
struction that the system matrices  As,  Bs,  Cs

m and  Ds
m  in Equation 8.40 are actually com-

posed of the modal parameters, including frequencies, damping ratios and mode shapes. It is 
possible to extract these modal parameters from the limited measurement data by the EMA 
method, although the mode shapes extracted from the limited measurement points may 
not be good or detailed enough for a structure with local damage. Several well-established 
techniques are reported in the literature to extract the modal parameters from the measured 
noise-corrupted responses. The subspace identification method is used in this study because 
of its computational efficiency and strong capacity for modal identification. 

Once the modal parameters are extracted from the noise-corrupted responses measured 
by the limited sensors at their optimal locations, the artificial neutral network (ANN) is then 
adopted to estimate the strain and displacement mode shapes at the unmeasured locations 
in the damaged structure so as to provide the best response reconstruction and accurate 
damage detection. ANNs are computational tools inspired by biological neural networks, 
in that they imitate the parallel and distributed processing nature of the biological neurons 
to approach a specific problem by using certain rules to achieve favourable results. ANNs 
have found extensive applications, including function approximation, time series predic-
tion, classification and system control. The application of ANNs to mode shape prediction 
has been investigated in  Goh et al. (2013) . The basic idea of ANN applications in mode 
shape prediction in this study is to build a model to establish the relationships between the 
measured modal parameters and the complete displacement and strain mode shapes of the 
damaged structure through a training process. The RBF network is a kind of multi-hidden-
layer feedforward ANN, with sigmoid and linear functions as activation functions for the 
neurons in the hidden layers and the output layer, respectively. It can be proved that the RBF 
network is capable of providing arbitrarily good approximation to any prescribed function 
using only a fi nite number of parameters ( Park and Sandberg 1991 ). The output vector of 
the RBF network is a function of the input vector, and it is given by 

 � � � � � �
�

y x x( ) ( )= −
=
∑w ci

i

N

i

1

ψ  (12.44)

where: 
 �x  is the input vector 
 �N is the number of neurons in the hidden layer 
 �ci is the centre vector for the neuron  i  
 �wi  is the weight of the neuron  i   in the linear output neuron 
 �ψ  is the radial basis function, which depends only on the distance from a centre vec-

tor and is radially symmetric about that vector 

In this study, the input of the network is the frequencies and the displacement and strain 
mode shapes of the damaged structure at the sensor locations, which can be extracted by 
EMA from the measured data. These data are then used to predict the strain and displace-
ment mode shapes of the damaged structure at the unmeasured locations (the output vector) 
through the well-trained RBF network expressed by Equation 12.44. 

To avoid the mass-normalisation in EMA, COMAC, defined in Equation 12.6, is utilised. 
The calculated result of COMAC is a symmetric matrix indicating the spatial compari-
son of mode shapes before damage and after damage, and only its lower triangular parts 
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are utilised. If the strain mode shapes before damage YYu
m and after damage YYd

m are used in 
Equation 12.6, the strain COMAC can be obtained. The superscript  m   denotes measure-
ment and the subscripts  u   and  d   denote the undamaged and the damaged state, respec-
tively. The same definition will be used hereafter. In this study, the frequencies, displacement 
COMAC and strain COMAC consist of the input vector to the trained RBF network to pre-
dict the mass-normalised displacement mode shapes of the damaged structure. The strain 
mode shapes of the damaged structure can be worked out as YY FFe e= ′B , where  B′  is the 
element-dependent matrix characterising the relationship between displacement and strain, 
and the superscript  e   denotes the estimated results. 

As can be found in Equation 12.44 , the RBF network must be trained before it can be 
used to predict the mass-normalised displacement and strain mode shapes of the damaged 
structure. In this study, the RBF network is trained through the extensive numerical analysis 
of a structure for a series of damage scenarios. The experimental example to be presented 
in Section 12.6.3 will provide the details regarding the training procedure. Once the mass-
normalised displacement and strain mode shapes of the damage structure are predicted 
from the trained RBF network, the response reconstruction method presented in Chapter 8 
is finally used to estimate the responses of the damaged structure at the unmeasured loca-
tions to make the complete responses available. 

12.6.2  Response sensitivity-based FE model 
updating and damage detection

Damage can be viewed as structural defects that cause discrepancies in the structure 
between the damage-free and damaged states. FE model updating is commonly used for 
damage detection to minimise the discrepancies as far as possible (Friswell and Mottershead 
1995). The measured response of a damage structure, as a nonlinear function of damage 
parameter, can be expanded on its damage-free state with respect to damage parameters 
using the Taylor series as

 y y yd
m

u
m

u
m= + ∂

∂ ( ) + ( )θ
θ θ∆ Ο ∆ 2  (12.45)

where:
 yu

m and yd
m  are the (n s  ∙ n m  )-dimensional vector of the measured responses of the 

structure before and after damage occurrence, respectively
 qq is the n e  - dimensional vector of damage parameters
 n s  , n m   and n e   are the number of time instants, sensors and elements, respectively
 ∂ ∂yu

m θ  is the first-order derivative of the measured response yu
m with respect to 

damage parameters qq

If the higher-order term is neglected, Equation 12.45 can be written as

 S ym m∆ ∆θ =  (12.46)

where: 
 S ym

u
m= ∂ ∂θ  is usually termed a sensitivity matrix  with the dimension of (n s  ∙ n m  )  ×  

n e   herein
 ∆y y ym

d
m

u
m= −  is the response discrepancy between the damaged and intact states
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If the dynamic response y( )θ is a highly nonlinear function of damage parameter, an 
iterative procedure using a gradient-based optimisation such as the Gaussian–Newton itera-
tion shall be employed to obtain the identified damage parameter as

 S ym k k m k, ,∆ ∆θ + =1  (12.47)

where:
 S S ym k m k m k, = ( ) = ∂ ( ) ∂θ θ θ is the sensitivity matrix for the k th iteration with 

S yij
m k

i
m k

j
, = ∂ ( ) ∂θ θ  and can be calculated using the 

numerical central difference method
∆y y y y ym k

d
m

a
m k

d
m

a
m k, ,= − = − ( )θ  becomes the discrepancy between the measured 

response and the analysed response from the FE anal-
ysis of the damaged structure

 θ θk l
l
k= ∑ = ∆1  is the cumulative damage parameter in the k th iteration

When the structure is free of damage, it is assumed that the equations θ0 = 0 and
y y ya

m
a
m

u
m,0 0= ( ) =θ  hold. The sensitivity matrix S k   and the response discrepancy vector ∆ y k   

are assembled by stacking the columns of sensitivity sequences and response discrepancy 
sequences, respectively:
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In this study, the reconstructed multi-type responses are regarded as the complete mea-
sured responses used in the modal updating procedure. The right-hand side of Equation 
12.47 is replaced with

 ∆y y yk
d
e

a
k= −  (12.50)

where:
 yd

e  is the n s  · (n e     + 2 n )-dimensional vector of the reconstructed responses from the lim-
ited measured responses of the damaged structure at the optimal sensor locations

 n  denotes the number of DOFs
 ya

k
 represents the analytical responses of the structure of damage parameters
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Since different types of responses (such as displacement, acceleration and strain) have dif-
ferent units and different orders of amplitude, a standardisation procedure is performed on 
Equation 12.50:

 S yk k k∆ ∆θ + =1  (12.51)

 ∆ ∆y y S Sk k k k= ∑ = ∑− −1 2 1 2,  (12.52)

where Σ   is the (n m     ×   n m  ) variance matrix of dynamic response of the structure.
Sparsity refers to the fact that only very few entries in a vector are non-zero. As dam-

age usually occurs at very few structural components compared with the total discretised 
elements in the entire structure, it is sensible that there exists a sparse solution to damage 
identification. It is thus advantageous to utilise the sparse properties for better identification 
results (Hernandez 2014; Zhou et al 2015; Zhang and Xu 2016). If the sparsity restriction is 
imposed, the solution of Equation 12.51 is equivalent to solving the following optimisation 
problem:

 min
∆

∆ ∆ ∆
θ

θ λ θ
k

k k k k

p

p

+

+ +− +( )1

1

2

2 1S y  (12.53)

where ∆ ∆θ θk
p

k pp+ += ∑1 1 is the p -norm of vector ∆θk+1. Mathematically, the regularisation 

norms ∆θk
p

p+1  with 0  ≤  p  ≤   1 can all enforce sparsity in solution. Due to the non-smooth-
ness of the regularisation norms ∆θk

p

p+1 (0  ≤  p  ≤   1), methods capable of handling the non-
smoothness are necessary for computing minimisers involving these norms. Here, the sparse 
regularisation is specified as �1  norm regularisation, that is, p  = 1 in Equation 12.53. The 
main reason is that although the �1  norm is weaker than the p   <  1 norm in ensuring sparsity, 
the �1  norm regularisation is a convex problem and admits an effi cient solution via linear 
programming techniques. As a result, Equation 12.53 can be expressed as

 min
∆

∆ ∆ ∆
θ

θ λ θ
k

k k k k
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1

2

2 1

1

1
S y  (12.54)

in which the term S yk k k∆ ∆θ + −1

2

2
 forces the residual to be small, whereas the term ∆θk+1

1

1
 

enforces sparsity of the solution. The parameter λ > 0 controls the trade-off between the 
sparsity of the solution and the residual norm. Care must be taken to choose the right proper 
regularisation parameter to come up with an acceptable solution. Sometimes, multiple runs 
are needed to determine the right penalty parameter. However, this difficulty can be relieved 
by using a re-weighting strategy, as explained in Overschee and De Moo (1994). There are 
a number of solvers with theoretical guarantees that are available to solve the problem. 
The primal-dual interior point algorithm proposed by Boyd and Vandanberghe (2004) is 
employed in this study. If the following convergence criteria are met, iteration could be 
finished:

 ∆θ θk k ≤ Tol  (12.55)

where ⋅ denotes the Frobenius norm.
The flowchart of the proposed multi-scale damage detection method is shown in 

Figure 12.8. Figure 12.9 shows the schematic illustration of the response reconstruction 
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process based on the mode shape prediction using the RBF network. The matrices Ω   and Ξ   
in Figure 12.9 are diagonal matrices containing the natural frequencies and modal damping 
ratios, respectively. For a detailed description of the system matrices, A d  , B d , Cd

m and Dd
m , 

the reader can refer to the response reconstruction method presented in Chapter 8.

12.6.3 Experimental studies

Experimental studies of a simply supported overhanging steel beam were conducted in a 
structure dynamics laboratory as shown in Figure 12.10. The total length of the beam was 
4 m, and its cross-sectional area was 50 (width)  ×  15 mm (height). An LDS V451 electro-
magnetic vibrator, working together with a B&K signal generator and an LDS PA500 power 
amplifier, was mounted on the beam at 1.8 m from the left end of the beam, generating 
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Figure 12.8   Flowchart of multi-scale damage detection method.
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Figure 12.9   Response reconstruction strategy of damaged structure.

Figure 12.10   Laboratory test setup.
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a white noise excitation vertically with a bandwidth from 2 to 102 Hz. The vibrator was 
connected to the beam through a spring with a small stiffness to reduce the side effect of the 
vibrator on the stiffness of the beam. An FE model of the beam was established as shown in 
Figure 12.11. It was modelled by 40 Euler beam elements with 41 nodes and a total of 123 
DOFs. The beam was constrained by a hinge support on the node 11 and a roller support on 
the node 31, forming 120 effective DOFs. The effect of the exciter on the beam was mod-
elled by a mass element and a spring element in the FE model. By using the multi-type sen-
sor placement method as introduced in Chapter 8 and considering the first 6 displacement 
and strain modes for response reconstruction, 11 sensor locations were selected, including 
5 locations for strain gauges, 2 for displacement transducers and 2 for accelerometers, as 
shown in Figure 12.12.

To validate the accuracy of reconstructed responses obtained by the proposed response 
reconstruction method, three more strain gauges and five more accelerometers were added 
to the beam. As a result, the multi-type sensors, including eight BX120-55AA strain gauges, 
two LK-503 laser displacement transducers and nine KD1008 accelerometers, were installed 
on the beam and used in the test, as shown in Figure 12.13.

All the strain gauges were stuck on the upper surface of the beam in the middle of the ele-
ments concerned. The acceleration signal was amplified by a KD5008C charge amplifier. All 
three types of responses were collected by the Kyowa EDX-100A data recorder and stored 
in a personal computer. The sampling frequency was 500 Hz, and the sample duration was 
40 s with zero initial condition. The original data passed through a band-pass filter of 2–82 
Hz before utilisation. It is vital that the FE model of the beam in its intact state is of high 
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Figure 12.13   Total number and location of multi-type sensors used in laboratory test.

y
1

1000 700 1300 1000

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41
x

21 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

Figure 12.11   FE model of simply supported overhanging beam (all dimensions in millimetres).
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Figure 12.12   Optimal sensor locations of simply supported overhanging beam.
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quality before the implementation of the multi-scale damage detection method. Thus, the 
model updating of the intact beam was performed in the time domain to refine the FE model 
by minimising the discrepancies between the dynamic responses from the FE model and the 
measured responses.

Two typical damage scenarios listed in Table 12.6, including single damage and double 
damage with different damage severities, were designed and accomplished in a laboratory 
test to validate the effectiveness of the proposed method. The damage was induced by reduc-
ing the width of the concerned elements, generating equal reduction of both the element 
stiffness matrix and the element mass matrix. It should be noticed that there were no sensors 
installed at the damaged locations. This was arranged to demonstrate the superiority of the 
proposed damage detection method. After damage occurrence, the modal parameters of 
the damaged beam were extracted from the measured responses at the optimal sensor loca-
tions using EMA. Then, the frequencies as well as the displacement COMAC and the strain 
COMAC were imported to the trained RBF network to predict the mass-normalised strain 
and displacement mode shapes of the damage beam.

The RBF network was trained through numerical analysis of the updated FE model of the 
beam for a series of simulated damage scenarios. The simulated damage scenarios covered 
the cases of both single damage and double damage, with the damage extent varying from 
0.0 to −0.2 at an increment of −0.1. This led to a total of 3200 training cases. For each case, 
one damage scenario was introduced to the intact FE model of the beam. Then, the numeri-
cal dynamic responses at the optimal sensor locations were added by the noises of normally 
distributed sequences based on the laboratory test conditions. The modal identification was 
performed to derive the modal parameters. The identified modal parameters, as well as the 
complete displacement mode shapes of the damaged beam, were used to train the RBF net-
work. The sum-squared error threshold in the RBF network training was set as 5  ×  10 −8   for 
displacement mode shape prediction. The strain mode shapes of the damaged beam were 
predicted as YY FFe e= ′B . 

Once the mass-normalised displacement and strain mode shapes of the damage struc-
ture were predicted from the trained RBF network, the response reconstruction method 
presented in Chapter 8 was used to estimate the responses of the damaged structure at 
the unmeasured locations to form the reconstructed responses. To check the accuracy of 
the response reconstruction method, the reconstructed responses at the additional sensor 
locations were compared with the measured responses as well as the numerically simulated 
responses, as shown in Figure 12.14. It can be seen that the reconstructed responses match 
well with the measured responses and the numerically simulated responses.

The sensitivity-based FE model updating method was then used for damage detection. 
According to the damage scenario created in the test, the element stiffness matrix and the 
element mass matrix were degraded to the same extent. Thus, the damage could be mod-
elled as
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Table 12.6   Two damage scenarios

Damage scenario Damage description 

Single damage 20% at element 23
Double damage 20% at element 23; 10% at element 7
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where: 
 K u   and M u   are the global stiffness and mass matrix, respectively, of the structure in the 

intact state
 K i   and M i   are the i th element stiffness and mass matrix in the global coordinate 
 θi  is the fractional stiffness damage parameter of K i  

The classical Rayleigh damping model is adopted here for construction of the damping 
matrix, that is, C M K= +α α1 2 , where α 1  and α 2  are the mass and stiffness proportional 
Rayleigh damping coefficients, respectively. The damping coefficients α 1  and α 2  were deter-
mined by the first two measured mode damping ratios in this study.

The reconstructed responses of the beam for each damage scenario were used for the 
sensitivity-based model updating with sparsity regulation to find both damage location and 
extent. The results of identification are depicted in Figure 12.15 for the single damage sce-
nario and Figure 12.16 for the double damage scenario. In the single damage scenario, if 
only the responses measured by the optimal sensors are used for damage detection with-
out response reconstruction, the damage location identified, which should be element 23 
rather than element 17, is not correct. This result indicates that the responses measured 
by the optimal sensors cannot provide enough information for accurate damage location. 
Nevertheless, by using the damage detection with response reconstruction, the damage loca-
tion and severity can be identified correctly to some extent. In the double damage scenario, 
it can be seen that there is a noticeable false-positive error for element 8, and the damage 
severities of elements 7 and 23 are not correctly predicted when the responses measured 
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Figure 12.14   Comparison of reconstructed responses with measured and simulated ones: (a) bending strain 
at element 26, (b) vertical displacement at node 22.
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from the optimal sensors are used directly without response reconstruction. When the pro-
posed damage detection method with response reconstruction is used, there are small false-
positive errors, but these small errors are acceptable compared with the detected damage of 
10% at element 7 and 20% at element 23.

12.7  DAMAGE DETECTION METHODS WITH 
CONSIDERATION OF UNCERTAINTIES

12.7.1 Uncertainties in damage detection

Damage detection in civil structures involves a significant amount of uncertainty. 
Consequently, the damage detection results are, in effect, the compensation for the uncer-
tainties. If the uncertainties are large, the compensation for the damage detection will dis-
tort the actual results and lead to two kinds of false damage identification (Farrar et al. 
1998): (1) false-positive damage identification (identifying the intact element as damaged) 
and (2) false-negative damage identification (failure to identify the damaged elements). The 
second category of false damage detection can have serious life and safety implications. 
False-positive readings can also erode confidence in the damage detection process. It is 
imperative to analyse the source of the uncertainties, quantify the uncertainties and their 
effects, and evaluate the reliability of the damage identification results.

The uncertainties in damage identification are mainly attributed to (1) inaccuracy in the 
FE model discretisation; (2) uncertainties in geometry and boundary conditions; (3) varia-
tions in material properties; (4) environmental variability (such as temperature, wind and 
traffic); (5) errors associated with measured signals; (6) errors in post-processing techniques 
and (7) improper methods employed in damage identification.

According to their sources, these uncertainties can be classified into three groups: meth-
odology errors, modelling errors and measurement noise. Methodology errors are generated 
by the limitation of the method itself in damage identification. Modelling errors are related 
to the uncertainties in modelling the actual structure, mainly including discretisation errors, 
configuration errors and mechanical parameter errors. Measurement noise mainly comes 
from procedures and equipment related to the response measurements. It can be classified 
into system errors and random errors. Random errors include measurement noise from envi-
ronmental sources, calibration error in the sensors and calibration error in the actuators. 
System errors include the imprecise placement and orientation of the sensors and the mis-
alignment of force actuators (Peterson et al. 1996), errors such as the added mass or stiffness 
due to sensors, and errors that result from the signal processing or identification techniques.
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(b) with response reconstruction.
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Typical error distributions adopted to simulate the characteristics of random data are the 
uniform and normal PDFs (Sanayei et al. 1992). The latter case is more common for the 
uncertainties of the FE modelling and the measurement data. Based on the prior PDFs of the 
uncertainties, different techniques have been developed to estimate the PDFs of the damage 
or updated structural parameters.

12.7.2 Perturbation approach

When the uncertainties are considered as normally distributed random variables with zero 
means and given covariance, the measured quantities (structural parameters and modal 
properties) are regarded as the true values plus the random noise:

 θ θ θ θθ θj j j j j j eW W j n= + = + ( )= …0 0 0 1 1 2( ) , , ,  (12.57)
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where: 
 θ  is the structural parameter
 λ i   is the i th eigenvalue
 Φ  i   is the i th eigenvector
 n e   and n d   are the number of elements and modes, respectively
 superscript 0 represents the corresponding true value
 W θ  j  , W λ  i   and W Φ  i   are the corresponding proportional uncertainties with zero means

With the perturbation method (Liu 1995; Xia et al. 2002; Xia and Hao 2003), parameters 
in the governing equation are expanded as a Taylor series in terms of the uncertainties. For 
example, in sensitivity-based model updating, it can be written as

 e S= ⋅ ∆θ  (12.59)

where: 
 e  is an error vector containing the differences between the eigenvalues and mode 

shapes at the measured DOFs of the structure before and after updating
 S  is the modal sensitivity matrix

Equation 12.59 is expanded as a second-order Taylor series in terms of W i   (including W θ  j  , 
W λ  i   and W Φ  i  ):
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where N  is the total number of uncertainties. By substituting the above equations into 
Equation 12.59 and comparing the terms of 1, W  and W i  W j  , the unknown quantities can 
be solved one by one as

 ∆θ0 0 0= ( )+
S e  (12.63)
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where + refers to the pseudo-inverse. As the modal sensitivity matrix S  is often ill conditioned, 
the direct solutions to Equations 12.63 through 12.65 may yield poor estimates. Hua et al. 
(2008) employed regularisation techniques to handle the problem.

From Equation 12.62, the mean values of Δ  θ   are, noting that E (W i  ) = 0,
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where E (· ) and COV (· ) refer to the mean value and covariance matrix, respectively. It is 
noted that when the correlation between the updating parameters and the measurement 
is disregarded, the second-order derivatives in Equation 12.66 are not necessary. This has 
been verified by Khodaparast et al. (2008). The covariance matrix of Δ  θ   is
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During these procedures, the calculation of the derivatives of S  to noise vector W  requires 
the calculation of the eigenvalue derivatives and the eigenvector derivatives. These can be 
obtained using Nelson’s method (Nelson 1976).

Subsequently, the statistics of the updated parameters, �θi, can be obtained as

 E E E Ei i i i i( )�θ θ θ θ θ= ( ) + ( ) = + ( )∆ ∆0  (12.68)
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From Equations 12.57 and 12.62, 
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and similarly,
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From Equations 12.68 through 12.72, the standard deviation of �θi , that is, σ θ� i( ) , can be 
derived as the square root of the corresponding diagonal elements of the covariance matrix. 
With the assumption of normal distribution, the statistical distributions of the stiffness 
parameters in the updated state can be derived. Without losing generality, the PDFs of a 
structural parameter in the undamaged and damaged states are illustrated in Figure 12.17. 
The interval of the healthy stiffness parameter, Ω (θ i  , µ ), is defined such that the probability 
of θ i   contained within the interval is µ :

 P x P L xiθ θθ µ µ∈ ( )( ) = ≤ < ∞ =Ω Ω, ( )  (12.73)

where L Ω  is the lower bound of the interval Ω (θ  i  , µ ). The probability of damage existence 
(PDE) is then defined as that of �θi  not being within the healthy interval at the confidence 
level of µ :

 PDE P x L= −∞ < ≤( )�θ Ω  (12.74)

The PDE is a value between 0 and 1, which depends on the PDFs and the confidence inter-
val. It is apparent that if the PDE of an element is close to 1, then most likely the element 
is damaged; and on the other hand, if the PDE is close to 0, damage of the element is very 
unlikely. Papadopoulos and Garcia (1998) proposed a few different definitions of the PDE.

12.7.3 Bayesian approach

Bayesian updating has been developed by Beck and his co-workers (Beck and Katafygiotis 
1998; Katafygiotis and Beck 1998; Beck and Au 2002; Yuen and Katafygiotis 2005).

Let H j  , represented with a prior probability P (H j  ), denote a hypothesis for a damage event 
that can contain any number of substructures as damaged. Using the Bayes theorem, the 
posterior probability P (H j  |ψ ), given a set of observed modal parameters ψ , can be repre-
sented as

 P H
P H

P
P Hj

j
jψ

ψ
ψ( ) =

( )
( ) ( )  (12.75)
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Figure 12.17   Probability density functions of the structural parameters.
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The substructures most likely to be damaged are the ones included in the hypothesis H max  
that has the largest posterior probability (Sohn and Law 1997), that is,

 P H P H
H

j
j

max maxψ ψ( ) = ( )( )
∀

 (12.76)

The distribution of the measurement noise and modelling error are explicitly considered 
within the Bayesian probabilistic framework. To avoid permuting all possible damage events 
H j  , a branch-and-bound method was devised to search the results. Sohn and Law (2000) 
applied this algorithm to detect damage in a bridge column. The proposed probabilistic 
damage detection method was able to locate the damaged region, whereas two deterministic 
methods were not.

12.7.4 Statistical pattern recognition

Pattern recognition is the assignment of some sort of output values to a given input value, accord-
ing to some specific algorithms. There are a number of distinct approaches to pattern recogni-
tion, the main ones being the statistical, neural and syntactic approaches (Schalkoff 1992). As 
civil structures are subject to various degrees of uncertainty, the statistical approach to pattern 
recognition appears to stand out as a natural approach to damage detection. A general statistical 
pattern recognition for damage detection can be implemented through the integration of four 
procedures: (1) operational evaluation; (2) data acquisition; (3) feature selection and (4) statisti-
cal modelling for feature discrimination (Farrar and Worden 2013). Statistical pattern recogni-
tion is often implemented through machine learning algorithms. The idea of machine learning is 
to learn the relationship between some features derived from the measured data (Step 3) and the 
damaged state of the structure. If such a relationship between these two quantities exists, but is 
unknown, the learning problem is to estimate the function that describes this relationship using 
training data acquired from the test structure (Step 4). Learning problems naturally fall into two 
categories (Watanabe 1985): (1) supervised learning, in which the training data come from mul-
tiple classes, and the labels for the data are known; and (2) unsupervised learning, in which the 
training data do not have class labels, and one can only attempt to learn intrinsic relationships 
within the data. In the context of damage detection, unsupervised learning can be applied to 
the case without damaged data and consequently is limited to Level 1 or Level 2 damage clas-
sification, which identifies the presence of damage only. When data are available from both the 
undamaged and the damaged structure, the supervised learning approach can be employed in 
higher-level damage identification such as damage quantification (Sohn et al. 2003).

Sohn et al. (2003) reviewed some applications of statistical pattern recognition to struc-
tural damage detection. The supervised learning approaches include response surface analy-
sis, fisher discrimination, neural networks, genetic algorithms and support vector machines. 
The unsupervised learning approaches include control chart analysis, outlier detection, neu-
ral networks, hypothesis testing and principal component analysis.

12.7.5 Monte Carlo simulation

The Monte Carlo simulation method is a commonly used numerical method for uncertainty 
analysis. The basic concept of the method can be explained as follows: (1) given a probability 
distribution of the stochastic parameters, a large number of samples are generated; (2) for each 
set of parameters, a deterministic analysis is performed to obtain the corresponding solution 
and (3) statistics are eventually estimated from these individual solutions. The technique is 
usually employed when the analytical solution is unfeasible or impossible to obtain.
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As it requires a large number of simulations to obtain accurate and reliable statistics, 
the Monte Carlo simulation method is computationally intensive. Its accuracy is closely 
related to the size of the samples. Some variance reduction techniques can be applied to 
improve the variance of simulation results without increasing the sample size (Kottegoda 
and Rosso 1997). In this context, Agbabian et al. (1988) employed the Monte Carlo simu-
lation method to identify the statistical properties of stiffness coefficients in a linear sys-
tem. They computed the time histories of the applied excitation as well as the accelerations, 
velocities and displacements of the system. The calculated data were then corrupted with 
a set of Gaussian noise. By separately applying the model updating procedure to different 
time segments, they identified stiffness coefficients. Statistics such as mean, variance and 
PDFs were subsequently obtained. This work has since been extended to the statistical 
identification of a nonlinear system approximated by an equivalent linear one (Smyth et al. 
2000). Banan et al. (1994), Sanayei and Saletnik (1996), Yeo et al. (2000) and Zhou et al. 
(2003) adopted similar approaches for studying the effect of measurement noise on identi-
fication results.

Researchers from Los Alamos National Laboratory employed the Monte Carlo simula-
tion method to estimate the statistical confidence intervals on modal parameters identified 
from measured vibration data (Farrar et al. 1998) and then studied the effect of the mea-
surement noise on damage detection (Doebling et al. 1997). The Monte Carlo simulation 
method was also used to verify other approximate techniques (Xia et al. 2002; Xia and 
Hao 2003).

12.7.6  Stochastic damage detection method 
with parametric uncertainties

The stochastic damage detection method with parameter uncertainties contains two steps. 
The first step is to determine the PDFs of the structural stiffness parameters before and after 
damage occurrence by integrating the statistical moment-based damage detection method 
(Section 12.5.3) with the probability density evolution method. In the second step, new dam-
age indices are proposed for identification of both damage locations and damage severities 
based on a special probability function calculated from the PDFs obtained (Xu et al. 2011).

Without loss of generality, the equation of motion of an MDOF shear building structure 
with random parameters in the matrix form can be expressed as

 Mx C x K x f�� �( ) ( ) ( ) ( ) ( ) ( )t t t t+ + =QQ QQ  (12.77)

with the deterministic initial condition

 x x x x( ) , ( )t t0 0 0 0= =  � �  (12.78)

where: 
 ��x , �x   and x  are the structural acceleration, velocity and displacement vector of n  order, 

respectively
 f (t ) is the external excitation and f (t ) = [f 1 (t ), f 2 (t ),… , f n  (t )]
 M , C  and K  are the n  ×   n  mass matrix, damping matrix and stiffness matrix, respectively
Θ  is the random parameter vector of n θ   order, which reflects the uncertainties 

in the structural identification procedure, with the known PDF p Θ  (θ) 

To calculate the PDFs of the structural elemental stiffness parameters before and after 
damage, the random parameter vector Θ  is discretised into representative points in the 
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domain Ω  Θ . For every given value θq    of the random parameter vector Θ , the structural stiff-
ness parameters can be identified by the statistical moment-based damage detection method 
as described in Section 12.5.3. Let us denote the fourth-order moment vector of the story 
drifts as M k4θq ( ). In addition, the fourth-order moment vector of the measured quanti-
ties can be directly calculated from the measured displacement responses, denoted as M̂4. 
Hence, the residual vector between M k4θq ( ) and M̂4 can be written as

 F k M k Mθ θ( ) ( )= −4 4q M̂4 (12.79)

The system identification of the undamaged or damaged building structure can then be 
converted into a nonlinear least-squares problem. Giving k  an initial value k 0  and minimis-
ing F kθ( )

2 , the structural elemental stiffness parameters can be identified through optimisa-
tion algorithms for the specific value θq    of the random parameter vector. Evidently, due to 
the random nature of Θ,  the identified structural stiffness parameters are also stochastic and 
dependent on the random parameter Θ  denoted as k(Θ  ). The probability density evolution 
method (Li and Chen, 2004) that has been used successfully in many stochastic systems is 
employed here to obtain the PDFs of k (Θ)  because of its versatility and less computationally 
intensive nature. Construct a virtual random vector process for every elemental stiffness 
parameter:

 Z t k tl l( ) ( )= ⋅QQ  (12.80)

where k l  (Θ)  is the l th elemental stiffness parameter or the l th element of k (Θ ). Clearly, there is

 �Z kl l= ( )QQ  (12.81)

For a building structure, the l th element stiffness parameter identified is existent, unique 
for every given value of Θ and dependent on the random parameters Θ, so is the virtual ran-
dom vector process Zl  (t ). According to the principle of preservation of probability, the joint 
PDF of (Z l  (t ), Θ ), denoted as p z tZlΘ ( , , )qq , satisfies the following probability density evolution 
equation:

 ∂
∂
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Substituting Equation 12.81 into Equation 12.82 yields
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with the initial condition

 p z t z pZ tlΘ Θ( , , ) | ( ) ( )θ δ θ= =0  (12.84)

where δ ( · ) is the Dirac’s function. After solving the initial-value problem of Equations 12.83 
and 12.84, the PDF of Z l  (t ) can be given by

 p z t p z tZ Zl l( , ) ( , , )= ∫ Θ
ΩΘ

θ θd  (12.85)
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where Ω  Θ  is the distribution domain of Θ . Note that

 k Z tl l t( ) ( )QQ = =1  (12.86)

Therefore, the PDF of Z l  (t ) at time t  = 1 is just the PDF of k l  (Θ ), which we aimed to obtain. 
In such a way, PDFs of all structural elemental stiffness parameters can be obtained (Xu 
et al. 2011).

Although structural damage locations can be determined by comparing the PDFs of struc-
tural elemental stiffness parameters before and after damage, they have to be identified 
manually, and it will be time-consuming if there are a large number of structural elements 
to be investigated. Besides, when the distributions of random parameters are more complex 
and are not only normal or log-normal distributions, it will not be easy to determine the 
damage location by comparing the PDFs of structural elemental stiffness parameters before 
and after damage. Furthermore, damage severities can only be qualitatively given in the first 
step. In this regard, a new damage index is proposed in the second step to automatically 
determine the damage locations and to quantitatively determine damage severities accord-
ing to the value of P (K u     –K d  )  ≥ 0 once the PDFs of structural elemental stiffness parameters 
before and after damage are obtained. For simplicity, the l th elemental stiffness parameter 
is denoted as K̂  in the following expression. First, a probability function is defined and 
calculated as follows:
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The probability function P K K Ku d uˆ ˆ ˆ−( ) ≥ ×{ }α  is the function of α , denoted as G (α ). 
Its value decreases with the increase of α . The coefficient α  is a variable ranging from 0% 
to 100%. It is assumed that K̂u  and K̂d  are independent of each other. As introduced in 
Equation 12.81, the PDFs of structural stiffness parameters are dependent on the PDFs of 
the random parameters Θ . Therefore, if there is no damage at the associated location, the 
identified K̂u  and K̂d  should have the same PDF, since the same uncertainties or random 
parameters are considered before and after damage occurrence. Under this condition, K̂u  
and K̂d are both denoted as K̂, and the value of P K K Ku d uˆ ˆ ˆ−( ) ≥ ×{ }α  at α = 0, that is, the 
value of P K Ku dˆ ˆ−( ) ≥{ }0 , can be derived as follows:
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where F K̂( ) is the distribution function of K̂. According to Equation 12.88, it can be con-
cluded that when there is no damage at the location investigated, the value of P K Ku dˆ ˆ−( ) ≥{ }0
should equal 0.5. Otherwise, if there is damage at the location investigated, the PDF of K̂d 
should offset towards the negative abscissa compared with the PDF of the stiffness param-
eter in the undamaged state, K̂u . Hence, the value of P K Ku dˆ ˆ−( ) ≥{ }0  should be larger 
than 0.5. Therefore, whether structural damage occurs or not can be determined according 
to the values of P K Ku dˆ ˆ−( ) ≥{ }0 . When the value of P K Ku dˆ ˆ−( ) ≥{ }0 is larger than 0.5, 
there should be damage occurrence at the corresponding location, and the larger the value 
of P K Ku dˆ ˆ−( ) ≥{ }0 , the higher the probability of damage occurrence at this place.
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In addition, once the probability function P K K Ku d uˆ ˆ ˆ−( ) ≥ ×{ }α  is obtained, the deriva-
tive of P K K Ku d uˆ ˆ ˆ−( ) ≥ ×{ }α  in terms of α,  which is also the function of the variable α, can 
further be calculated. Rearrange the probability function G (α) as
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Since ( )/ˆ ˆ ˆK K Ku d u−  is the definition of structural damage severity, P K K Ku d u{[( )/ ] }ˆ ˆ ˆ− ≤ α  
is just the distribution function of structural damage severity, denoted as F (α). Therefore,

 − ′ =G ( ) ( )α αg  (12.90)

The negative derivative of G (α ) is just the PDF of structural damage severity, denoted 
as g (α ). Therefore, the value of α  corresponding to the maximum of g (α ) should be the 
most likely value of structural damage severity, denoted as β, which is straightforwardly set 
as the index of damage severity for structures with uncertainties. Therefore, according to 
these deductions, not only structural damage locations but also their corresponding dam-
age severities can be identified by the proposed stochastic damage detection method. The 
flowchart of the stochastic damage detection method is presented in Figure 12.18.

To evaluate the effectiveness of the stochastic damage detection method proposed for 
building structures with uncertainties or of random parameters, a three-story shear build-
ing model is investigated here. The mass and horizontal stiffness coefficients of the build-
ing are 350,250 kg and 4,728,400 kN/m, respectively, for the first story, 262,690 kg and 
315,230 kN/m for the second story, and 175,130 kg and 157,610 kN/m for the third story. 
The mass of each floor is assumed to be invariant. The structural damping ratio is a very 
difficult parameter to ascertain because of its complex nature. In the following numerical 

Representative points θq (q= 1, …, Ns)

q = q + 1

Undamaged building (UB) Damaged building (DB)

M4 of measurementsM4 of measurements

Undamaged model Damaged model
UpdatingUpdatingInitial 

model

q< Ns
Yes

No

PDFs of UB PDFs of DB

Probability functionsDamage locations

Negative derivativesDamage severities

Figure 12.18   Flowchart of the stochastic damage detection method.
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investigation, the first modal damping ratio is selected as a random parameter due to its 
uncertainty, or the random error in the identification of this parameter. Actually, it is not 
clear what kind of probability distribution can best reflect the uncertainty of the structural 
damping ratio. Nevertheless, the structural damping ratio shall be non-negative, and there-
fore, the first damping ratio is approximated as a log-normal distribution with mean value 
ξ  = 1% and standard deviation σ  of 10% of the mean value. The second modal damping 
ratio is fixed as 2.14%. The third modal damping ratio is calculated from the first two 
modal damping ratios according to the Rayleigh damping assumption. The ground accelera-
tion is simulated as a colour white noise corresponding to the Kanai–Tajimi spectrum and 
applied to the building.

Three damage scenarios, named Scenarios 1, 2 and 3, are created for the shear building. 
Both Scenarios 1 and 2 have single damage at the second story, but with different damage 
severities of 10% and 20%, respectively. Scenario 3 has multi-damage at the first and third 
stories, with damage severities of 20% and 10%, respectively. The first modal damping 
ratio is discretised into 21 representative points in the domain [ , ]ξ σ ξ σ− +3 3 . For every 
given representative point, the horizontal stiffness parameters of the undamaged and dam-
aged shear building can be identified using the statistical moment-based damage detection 
method. Then, the PDF of every story’s horizontal stiffness parameter for the undamaged 
and damaged structure can be obtained.

Take Scenario 3 as an example. Figure 12.19 gives the comparison of the identifi ed PDFs 
of horizontal stiffness parameters before and after damage. The solid lines stand for the 
PDFs of the undamaged shear building, while the dotted lines stand for the counterparts 
of the damaged building. It can be seen that, for a damaged story, the stiffness values cor-
responding to the peak values of the PDFs after damage are apparently smaller than those 
before damage occurrence. The larger the damage severity, the more backward offset occurs 
between the PDFs of the damaged state and those of the undamaged state. Therefore, the 
damage locations can be qualitatively determined according to the identified PDFs of struc-
tural elemental stiffness parameters before and after damage.

Subsequently, the damage locations and their corresponding damage severities can be 
quantitatively identified based on the proposed probability functions P K K Ku d u( )− ≥ ×{ }α  
according to Equation 12.90. Also, taking Scenario 3 as an example, the correspond-
ing probability function is presented in Figure 12.20. In this damage case, the values of 
P K K Ku d u( )− ≥ ×{ }α  at α = 0, or the values of P {(Ku

  –Kd
  )  ≥ 0}, for the first, second and 

third story, are 99.99%, 50.34% and 95.58%, respectively. It is apparent that the values 
of the first and third stories are much larger than 0.5, which means that the damage 
exists on these two stories. To provide more information about the structural damage for 
these damage scenarios, the negative derivatives of the probability functions P {K u  –K d  }  ≥	
α	×  K u   or the PDFs of structural damage severity for every story are calculated. Here, only 
the calculated result of Scenario 3 is plotted in Figure 12.21. As seen from Figure 12.21, 
the identified damage severity values of the first and third stories in this case are 20.5% 
and 10%, respectively, which are almost the same as the actual values, 20% and 10%. 
Also, it can be seen that the second story should have no damage, according to the profile 
of Figure 12.21b. Clearly, the identified results are identical with or very close to the real 
values. In summary, the example numerical results show that the proposed stochastic 
damage detection method can accurately detect both damage locations and their cor-
responding damage severities when uncertainty or random parameters of the building 
structure are taken into account.
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Figure 12.19   Comparison of identified PDFs of horizontal stiffness before and after damages.
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NOTATION

B′   The element-dependent matrix characterising the relationship 
between displacement and strain

COMAC CO ordinate MAC
e  An error vector containing the differences between the eigen-

values and mode shapes at the measured DOFs of the structure 
before and after updating

EI  Flexural rigidity of the beam
f (t ) External excitation
F  Modal flexibility matrix
F (α ) The distribution function of structural damage severity
g (α ) The negative derivative of G (α )
G (α ) A probability function
H  The FRF matrix
H  The length of elements
H d  (ω  ), H v  (ω  ), H a  (ω  ) The displacement FRF, the velocity FRF and the acceleration 

FRF, respectively
K e  , j   The j th elemental stiffness matrix
k l  (Θ  ) The l th elemental stiffness parameter
L  The total length of the beam
L Ω  The lower bound of the interval Ω (θ i  , µ )
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Figure 12.21   Derivatives of probability functions in Scenario 3: (a) story 1, (b) story 2, (c) story 3.
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m , c , k  Mass, damping and stiffness coefficient in single DOF structure, 
respectively

M k4θq ( ) The fourth-order moment vector of the story drifts

M̂4 The fourth-order moment vector of the measured quantities

M2
dis, Mv

2 , Ma
2

 The second-order moment of displacement, velocity and accel-
eration, respectively

M4
dis

, Mv
4 , Ma

4  The fourth-order moment of displacement, velocity and accel-
eration, respectively

M6
dis

, Mv
6 , Ma

6  The sixth-order moment of displacement, velocity and accelera-
tion, respectively

MAC Modal assurance criterion
M , C , K Mass, damping and stiffness matrices, respectively
MSE Modal strain energy
n s  , n m  , n e   The number of time instants, sensors and elements, respectively
�N  The number of neurons in the hidden layer

p z tZlΘ( , , )θ  The joint PDF of (Z l  (t ), Θ  )
PDE The probability of damage existence
PDF Probability density function
P (H j  |ψ ) The posterior probability
P (H max |ψ ) The largest posterior probability
S  Sensitivity matrix
S (ω ) The power spectrum of the structural response
S f  (ω ) The power spectrum of ground excitation
w  The transverse displacement
�wi  The weight of the neuron i  in the linear output neuron

W θ  j  , W λ   , W Φ  i   The proportional uncertainties of the structural parameters, 
eigenvalues and eigenvectors, respectively

ẋ, ẋ, x  The structural acceleration, velocity and displacement vector, 
respectively

�x , �x  , x  The structural acceleration, velocity and displacement response 
in single DOF structure, respectively

�x , �y  The input and output vector of the RBF network
 ��xg  Ground excitation
y  Structural response measurement with noise
yd

e  The n s  ⋅ (n e      +  2n )-dimensional vector of the reconstructed responses 
from the limited measured responses of the damaged structure at 
the optimal sensor locations

ya
k  The analytical responses of the structure of damage parameters

yu
m, yd

m The (n s  ⋅ n m  )-dimensional vector of the measured responses of the 
structure before and after damage occurrence, respectively

Z l  (t ) A virtual random vector process
α  A variable ranging from 0% to 100%
γ  Noise effect ratio
∆   The changes of the stiffness matrix caused by damages
∆ m   The response discrepancy between the damaged and intact states
∑   The (n m      ×     n m  ) variance matrix of dynamic response of the 

structure
η  The measurement noise intensity 
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θ  The structural parameter
qq The n e  -dimensional vector of damage parameters
Θ   The random parameter vector
λ  The parameter used for controlling the trade-off between the 

sparsity of the solution and the residual norm
λ    The i th eigenvalue
µ  The probability of θ i   contained within the interval Ω (θ i  , µ )
µ̂  The structural damage severity
Ξ  The damping ratio of a building
σ 2  The variance of the structural response
ϕq  ,i   The i th modal displacement at measurement point q 
Φ  i   The i th mode shape vector
�ψ  The radial basis function that depends only on the distance from 

a centre vector
YYu

m, YYd
m The strain mode shapes before damage and after damage

Ω (θ i  , µ ) The interval of the healthy stiffness parameter
Ω   Θ  The distribution domain of Θ  
ω i   The i th circular frequency
�ci  The centre vector for the neuron i
subscript or superscript u Undamaged state
subscript or superscript d Damaged state
subscript or superscript m Measurements
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Chapter 13

Structural vibration control

13.1 PREVIEW

Structural vibration control is one of the most important functions of a smart civil struc-
ture subjected to dynamic loadings such as strong winds and severe earthquakes. Control 
devices and control systems were described in Chapter 4 and a variety of control algorithms 
were introduced in Chapter 9. Passive control strategies, including base isolation systems, 
viscoelastic dampers, tuned mass dampers (TMDs) and fluid dampers, have been developed 
into workable technologies in the past four decades for mitigating the effects of dynamic 
loadings on civil structures. However, these passive control systems are unable to adapt to 
structural changes and to varying use patterns and loading conditions. Serious efforts have 
been undertaken in the past two decades to develop active, semi-active and hybrid control 
concepts into workable technologies. This chapter first gives a brief introduction to the 
full-scale implementations of passive, active, semi-active and hybrid control systems. The 
theoretical investigation of the active control of adjacent buildings using hydraulic actuators 
is then presented as a potential full-scale implementation case. The experimental investiga-
tions of the semi-active control of a complex structure using semi-active friction dampers 
and magnetorheological (MR) dampers are, respectively, carried out and introduced in this 
chapter as two promising real implementation cases. This chapter finally introduces the 
multi-objective hybrid control of high-tech equipment in a high-tech facility using both pas-
sive dampers and smart actuators to ensure the functionality of high-tech equipment against 
microvibration under normal working conditions and to protect high-tech equipment from 
damage when an earthquake occurs.

13.2 INTRODUCTION TO FULL-SCALE IMPLEMENTATIONS

As introduced in Chapter 4, structural vibration control systems are often classified as base-
isolation systems, passive-energy dissipation systems, active control systems, semi-active 
control systems and hybrid control systems according to the controlled manner of a civil 
structure.

The concept of seismic base isolation emerged in the early 1970s, but the design and 
construction of base-isolated buildings did not begin until the early 1980s. The William 
Calyton Building in Wellington, New Zealand, started in 1978 and completed in 1981, was 
the first building in the world to incorporate lead-rubber bearings (Skinner et al. 1993). The 
first seismically isolated building in Japan was the Yachiyodai Residential Dwelling, which 
was mounted on six laminated-rubber bearings and completed in 1982 (Skinner et al. 1993). 
The Foothill Communities Law and Justice Centre was the first new building in the United 
States, which was mounted on elastomeric bearings, and was completed in 1985 (Skinner 
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et al. 1993). In China, over 5000 buildings were built with seismic isolators in 2014, and 
some railway and highway bridges have also been built with seismic isolation (Zhou 2015).

The full-scale implementations of passive energy dissipation systems for reducing struc-
tural vibration can be found in Soong and Dargush (1997). For example, the application of 
viscoelastic dampers to civil structures began in 1969 when approximately 10,000 visco-
elastic dampers were installed in each of the twin towers of the World Trade Center in New 
York to reduce wind-induced vibration (Mahmoodi 1969). The 305 m high Sydney Tower in 
Australia is the first slender structure with the installation of a large-scale TMD to mitigate 
wind-induced vibrations (Housner et al. 1997). The earliest applications of metallic yield 
dampers to structural systems occurred in New Zealand for seismic protection (Skinner 
et al. 1980). The earliest application of friction dampers to structural systems for seismic 
protections in Canada can be found in Aiken and Kelly (1990) and Pall and Pall (1993).

The full-scale implementation of active control systems has been accomplished in several 
structures, mainly in Japan (Spencer and Nagarajaiah 2003). The first full-scale implemen-
tation of an active control system was in the Kyobashi Seiwa Building in Tokyo (Kobori 
1994). It is an 11-story building with two active mass dampers (AMDs) installed on the top 
floor for the reduction of both transverse motion and torsional motion. The AMD was also 
designed to reduce wind-induced vibration of the Nanjing communication tower (Cao et al. 
1998; Reinhorn et al. 1998). More recently, a pair of AMD systems was installed on the top 
of the Canton Tower in China (Xu et al. 2014). However, cost-effectiveness and reliability 
considerations have limited the widespread acceptance of AMD systems.

Due to their mechanical simplicity, low power requirements and large controllable force 
capacity, semi-active control systems provide an attractive alternative to active control sys-
tems for vibration attenuation. The Kajima Technical Research Institute in Japan was the 
first full-scale building structure implemented with semi-active variable stiffness (SAVA) 
systems (Kobori et al. 1993). The first full-scale implementation of semi-active control sys-
tems in the United States was conducted on the Walnut Creek Bridge (Patten 1998; Patten 
et al. 1999) using SAVA systems. Semi-active hydraulic damper systems were installed in the 
Kajima Shizuoka Building in Shizuoka, Japan (Kobori 1998; Kurata et al. 1999). In 2001, 
the first full-scale implementation of MR dampers for civil structures was achieved; the 
Tokyo National Museum of Engineering Science and Innovation was equipped with two 
30-ton MR dampers (Spencer and Nagarajaiah 2003). More recently, a new semi-active 
TMD with an MR damper (MR-STMD) was installed on the Volgograd Bridge in 2011 in 
Russia (Weber et al. 2013). The main feature of the MR-STMD is to replace a passive oil 
damper in the TMD with a real-time controlled MR damper, which is used to adjust both 
the natural frequency and the damping of the MR-STMD to the actual frequency of the 
bridge.

A hybrid control system is defined as one that is achieved by a combination of the afore-
mentioned passive, active or semi-active control techniques. Since multiple control devices 
are operating together, hybrid control systems are able to alleviate some of the restrictions 
and limitations that exist when each system is acting alone. The hybrid mass damper (HMD) 
is the most common hybrid control system employed in full-scale civil engineering applica-
tions. A number of buildings and bridges have been equipped with HMDs for vibration 
reduction. The first full-scale HMD was implemented to the Shimizu Technical Laboratory 
in Tokyo in 1991. The relevant information can be found in the references (Soong and 
Spencer 2002; Spencer and Nagarajaiah 2003).

Most of the full-scale implementations previously mentioned were carried out for a single 
structural system to mitigate its own vibration. However, buildings and structures in mod-
ern cities are becoming more and more close to each other due to limited land availability. 
From the viewpoint of achieving both less control cost and more effective control capacity, 
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it is desirable to consider the use of control devices to couple adjacent buildings to reduce 
wind- or seismic-induced responses of both buildings simultaneously. The idea of employing 
control devices for the vibration control of two adjacent buildings can also be applied to a 
building complex, which is typically composed of a main building and a podium structure 
in modern urban cities. This chapter therefore will present a theoretical investigation of the 
active control of adjacent buildings using hydraulic actuators with linear quadratic Gaussian 
(LQG) controllers as a potential full-scale implementation case. The experimental investiga-
tions of the semi-active control of a complex structure using semi-active friction dampers 
and MR dampers are also carried out and introduced in this chapter as two promising real 
implementation cases. Finally, multi-objective hybrid control is investigated for high-tech 
equipment in a high-tech facility using both passive dampers and smart actuators to ensure 
the functionality of high-tech equipment against microvibration under normal working con-
ditions and to protect high-tech equipment from damage when an earthquake occurs.

13.3  ACTIVE CONTROL OF ADJACENT BUILDINGS 
USING HYDRAULIC ACTUATORS

This section presents a general yet simple closed-form solution for actively controlled adja-
cent buildings linked by hydraulic actuators with LQG controllers under earthquake excita-
tion (Xu and Zhang 2002). The derivation of a closed-form solution is naturally fulfilled 
by combining the complex modal superposition method with the pseudo-excitation method 
and the residue theorem. The derived closed-form solution is then used to perform paramet-
ric studies of adjacent buildings, connected by LQG controllers, and to assess the effective-
ness of LQG controllers in reducing the seismic responses of both buildings.

13.3.1 Equations of motion

Consider a two-dimensional system consisting of two shear buildings connected by active 
hydraulic actuators, as shown in Figure 13.1. Both buildings are assumed to be subjected 
to the same base acceleration. The total degrees of freedom (DOFs) of the two adjacent 
buildings are N , whereas the number of DOFs of the left building (building 1) and right 
building (building 2) is N 1  and N 2 , respectively. The first floor is designated as the first 
DOF in either building. The equations of motion of the building-control device system can 
be expressed as

 Mx Cx Kx ME Hu�� � ��t t t x t tg( ) + ( ) + ( ) = − ( ) + ( )   (13.1)

where:
 M , C  and K  are the mass, damping and stiffness matrices of the adjacent buildings, 

respectively
 x (t ) is the vector of relative displacement response with respect to the ground
 E  is the index vector with all its elements equal to one
 u (t ) is an r -dimensional vector consisting of r  active control forces
 H  is an N   ×  r  matrix denoting the location of r  actuators
 ��x tg( ) is the ground acceleration

The details of mass, damping and stiffness matrices,  M,  C and  K can be found in  Zhang 
and Xu (1999) . Here, the Kanai–Tajimi filtered white noise spectrum is considered as the 
ground acceleration spectrum: 
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in which ω g , ξ g  and S 0  may be regarded as the characteristics and the intensity of an earth-
quake in a particular geological location. This spectrum can be represented in the time 
domain with the following state equations:

 �GG GGt t w tc c( ) = ( ) + ( )A D   (13.3)

 ��x t tg c( ) = ( )C GG   (13.4)

where:
 w (t ) is the zero-mean Gaussian white noise with intensity S 0 
 Γ( )t  is the state of the seismic excitation model
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Figure 13.1   Structural model of adjacent buildings.
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Writing Equation 13.1 as a state equation and then combining it with Equations 13.3 and 
13.4 yields the equation of motion of the system:

 �q Aq Bu Gt t t w t( ) = ( ) + ( ) + ( )   (13.6)
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13.3.2 LQG controller

In reality, the structural states, that is, displacements and velocities relative to the ground 
at each DOF, cannot be fully measured, and the measurement is often limited to absolute 
accelerations. The absolute accelerations ��xa t( ) can be related to the relative displacements 
and relative velocities through the following equation:

 �� �x M Cx M Kx M Hua t t t t( ) = − ( ) − ( ) + ( )− − −1 1 1   (13.8)

If output measurements are selected as  m x M Hu( ) ( ) ( )t t ta= − −�� 1 , then the measured output 
vector m( t  ) can be expressed as 

 m C q vt t tm m( ) = ( ) + ( )   (13.9)

where v m  (t ) are the random signals known as measurement noises  and

 C M K M C 0m = − − 
− −1 1   (13.10)

In the practical application, sensors may not be placed on every floor and thus only a subset 
of m (t ), denoted as y (t ), is used.

 y C q vt t tL( ) = ( ) + ( )   (13.11)

where:
  N m denotes the dimension of y (t ) (N m    ≤  N ) 
 C L  is the matrix obtained by eliminating the rows related to the floors without sensors 

in the matrix C m  
v (t ) is the measurement noise vector of N m   dimension 

If the measurement noise is regarded as the white noise of the same intensity at each mea-
surement point and independent of each other, its covariance matrix can be expressed as

 E v v It t ST
v( ) +( )  = ( )τ δ τ   (13.12)
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where: 
 E is the expectation operator 
 I  is the identity matrix 
 S v   is the intensity of noise 
 δ τ( ) is the Dirac delta function

Once the state space Equation 13.6 and the observation Equation 13.11 are determined, 
a reasonable controller can be designed on the basis of LQG control law as introduced in 
Chapter 9, leading to the following optimal control force: 

 u K qt tc( ) = − ( )ˆ   (13.13)

where: 
 Kc is the optimal control gain matrix 
 ̂ ( )q t  is the system state estimate generated by the Kalman filter (KF) technique 

 ˆ ˆ ˆ�q Aq Bu K y C qt t t t tf L( ) = ( ) + ( ) + ( ) − ( )( )   (13.14)

in which  Kf is the estimator gain matrix in the KF algorithm. 

13.3.3 Closed-form solution for dynamic characteristics

Equations 13.6, 13.11, 13.13 and 13.14 can be rearranged as

 �p A p ft t t( ) = ( ) + ( )ˆ  (13.15)

where:
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The solution of the homogeneous form of Equation 13.15 can then be taken as 

 p t e t( ) = jj λ  (13.17)

The associated complex eigenvalue problem of Equation 13.15 becomes

 Âjj jj= λ   (13.18)

where:
 λ  is the eigenvalue
 φ   is the associated eigenvector

The solution of Equation 13.18 comprises a set of 2N ́  (N ́   = 2N  + 2) eigenvalues and eigen-
vectors that exist in either complex conjugate pairs (underdamped mode) or real pairs (over-
damped mode).
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For complex conjugate pairs:

 jj jjj j N j j N j N= = = ′( )+ ′ + ′
* * , , ,and λ λ 1 2 …   (13.19)

The eigenvalue is usually written under the form: 

 λ λ ω ξ ωj j N j j dj j N= = − + = ′( )+ ′
* i , , ,1 2 …  (13.20)

where:
* means the conjugation 
‘i’ is the imaginary unit 

ω j  , ω dj   and ξ j   denote the modal frequency, the damped modal frequency and the modal 
damping ratio respectively, which are associated with mode j  and can be given as follows:

 ω λ ξ λ λ ω ω ξj j j j j dj j j= = − ( ) = −, Re ,      1 2  (13.21)

For real pairs, it is convenient to express the real pairs λ j   in the following form analogous 
to Equation 13.20:

 λ ω ξ ω λ ω ξ ωj j j dj j N j j dj= − + = − −+ ′,  (13.22)

in which ω j  , ω dj   and ξ j   are determined by

 ω λ λ ξ λ λ ω ω ω ξ λ λj j j N j j j N j dj j j j j N= = − +( ) ( ) = − = −( )+ ′ + ′ + ′, ,  2 1 22  (13.23)

13.3.4 Closed-form solution for seismic response

To find the closed-form solution for seismic responses of adjacent buildings with LQG con-
trollers, the pseudo-excitation method ( Zhang and Xu 1999) is used in conjunction with the 
complex modal superposition method. The seismic input and the measurement noise vector 
are assumed to be independent in this study. The spectral density matrix S wv   of both the 
ground excitation and the measurement noise is thus given by
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system expressed by Equation 13.15 can be constituted as

 
w t

t
S t k N

k

k m
( )
( )












= ( ) = +( )

v
L 0 1 2 1exp i , , ,ω …   (13.26)



396 Smart civil structures

where  Lk is the  k   th column of  L. By considering the  k   th pseudo-excitation vector  v t
w t

k( )
( ){ } , 

Equation 13.15 becomes 

 �p A p Fk k kt t S t( ) = ( ) + ( )ˆ exp i0 ω   (13.27)

where

 F
G 0

G K
Lk

f
k=
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   (13.28)

To decouple Equation 13.27, the following coordinate transformation is adopted: 

 p zk kt t( ) = ( )FF   (13.29)

where z k   is the 2N ́ -dimensional generalised coordinate vector and Φ   is the 2N ́ ×   2N ́  right 
modal matrix.

 FF jj jj jj= [ ]′1 2 2, , ,… N  (13.30)

By using this transformation, Equation 13.27 can be reduced to 2 N  ́  decoupled modal equa-
tions with the  j  th modal equation being 

 �z t z t r S tkj j kj kj( ) = ( ) + ( )λ ω0 exp i   (13.31)

where

 rkj j
T

k= yy F   (13.32)

Ψ  j   is the j th column of Ψ  ; and the matrix Ψ   is equal to =  𝚽  − T  , the left modal matrix.
The solution of the first-order  j  th Equation 13.31 to the  k  th pseudo excitation vector is 
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Denoting the  m  th components of  φ j as φ  mj and the  m  th component of  pk as  p  km, then the 
pseudo response  p  km is given by 
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Since the eigenvectors are in pairs for either underdamped mode or overdamped mode, 
Equation 13.34 can be reduced to 

 p H S tkm j kmj kmj

j

N

= ( ) +( ) ( )
=

′

∑ ω ωα β ωi exp i
1

0   (13.35)



Structural vibration control 397

in which H j  (ω ) is the frequency response function for the j th mode.

 Hj
j j j

ω
ω ω ξ ω ω

( ) =
− +

1
22 2 i

  (13.36)

The pseudo response  p  km can be the pseudo displacement response, pseudo velocity response 
and pseudo acceleration response. The proper use of the pseudo displacement responses of 
adjacent buildings can result in the pseudo shear force responses of both buildings. Also, 
the proper use of the pseudo state estimator responses in conjunction with Equation 13.13 
can lead to the pseudo control forces. For instance, the  m  th ( m   ≤   N  ) pseudo displacement, 
velocity or acceleration response can be obtained from Equation 13.35 if the coefficients 
α  kmj and β  kmj are calculated by the following equations: 

When the  j  th mode is an underdamped mode: 
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When the  j  th mode is an overdamped mode: 
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According to the principle of the pseudo-excitation method, the response spectral density of  
p  km can then be obtained by 
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The variance response of  p  ki under the  k  th pseudo-excitation can be evaluated as 

 σ ω ωp p pkm km kmS d2 = ( )
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+∞

∫   (13.42)
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The above integration in the complex plane can be accomplished using the residue theo-
rem to have the closed-form solution as 
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The final variance response of  p  m can be determined by a summation with respect to the  
n   +  1 pseudo excitation vectors. 
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The closed-form solution derived above makes it possible to carry out extensive parametric 
studies and to evaluate the performance of both buildings with LQG controllers. 

13.3.5 Application of closed-form solutions

For the application of the closed-form solutions, two 20-story buildings having the same 
floor elevations with hydraulic actuators connecting two neighbouring floors are used. The 
mass, shear stiffness and internal and external damping coefficients of the left building 
are uniform for all stories with the mass of 1.29  ×  106  kg, the shear stiffness of 4.0  ×  109  
N/m, the internal damping coefficient of 3.0  ×  106  N· s/m and the external damping coef-
ficient of 8.0  ×  104  N· s/m. For the right building, the mass, shear stiffness, internal damping 
coefficient and external damping coefficient are also uniform for all stories with the same 
mass, internal and external damping coefficients as the left building but with the shear 
stiffness of 2.0  ×  109  N/m only. Hence, the two buildings have the same height but the right 
building is more slender than the left building, this is because if the dynamic properties 
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of both buildings are the same or close to each other, the use of control devices linking 
the two buildings will not function or not function properly (Xu et al. 1999). The damp-
ing coefficients selected ensure the first modal damping ratio in both building is around 
1%. The parameters for the ground motion are selected as ω g   = 15.0 rad/s, ξ g   = 0.65, and 
S 0  = 4.65  ×  10-4  m2 /rad· s3 , respectively, to reflect firm-soil conditions (Heredia-Zavoni and 
Vanmarcke 1994). The intensity ratio of the measurement noise to the ground motion, η  in 
Equation 13.25, is selected as 1:7. The active control devices and sensors are arranged first 
at every floor and then at selected locations for a comparison.

13.3.5.1 Selection of weighting matrices

As mentioned in Chapter 9, the performance of LQG controllers strongly depends on the 
weighting matrices Q  and R . Here, Q  is the positive semi-definite matrix associated with 
system states, whereas R  is the positive definite matrix associated with the control forces. 
To achieve the beneficial performance of LQG for the maximum reduction of key struc-
tural responses of both buildings with reasonable control forces, several potential weight-
ing matrices are selected. The key structural responses are then computed in terms of the 
closed-form solution from which the best weighting matrices can be identified. The basic 
configurations of the weighting matrices in this study are taken as

 R I Q

Q

Q

Q

Q

= =





















−10

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0 0

8 , µ

dL

dR

vL

vR 


  (13.50)

where: 
 Q dL   and Q dR    are the submatrices assigned to the displacement responses of the left and 

right buildings, respectively 
 Q vL   and Q vR    are the submatrices assigned to the velocity responses of the left and right 

buildings, respectively 
  I  is an identity matrix 
  μ  is a proportional coefficient 

Clearly, by varying the coefficient μ , a proper trade-off between control effectiveness and 
control energy consumption can be achieved. Herein, the following four cases are selected 
for finding the balanced submatrices Q dL  , Q dR  , Q vL   and Q vR  :

 Case A: Q Q Q Q IdL dR vL vR= = = =

 Case B: Q Q I Q Q 0dL dR vL vR= = = =;  

 Case C: Q Q 0 Q Q IdL dR vL vR= = = =;  

 Case D: Q Q I Q Q IdL dR vL vR= = = =; .0 1  

For each case, the key responses of the actively controlled adjacent buildings are computed 
against the parameter µ . Then, by comparing the results among all the cases, the beneficial 
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case and parameter µ  can be found for achieving the maximum or beneficial response reduc-
tion of both buildings with reasonable control forces.

Figures 13.2 and 13.3 depict the variations of the top floor displacement and the base 
shear force responses of the adjacent building, respectively, with the parameter µ . Figure 13.4 
shows how the control force at the top of the building varies with the parameter µ . It can be 
seen that for all cases the top floor displacement and the base shear force responses of both 
buildings are rapidly reduced until µ  reaches a value about 2  ×  105 . After that, the gradients 
of the response reduction become small in Cases A, B and D, but not in Case C where the 
further increase of µ  makes the displacement and shear force responses become larger with 
larger control force required. Thus, Case C, where the velocity response reduction is maxi-
mised regardless of the displacement response reduction, is disregarded in the subsequent 
computation. Furthermore, if the weighting matrices in Case A are adopted, one may benefit 
from the response reduction of the left building but not the right building. The situation is 
reversed if the weighting matrices in Case B are used. As a result, a compromise is made 
herein to select the weighting matrices of Case D.
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Figure 13.3   Base shear force responses of adjacent building vs. parameter: (a) left building (b) right building.
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13.3.5.2 Modal properties

By using the weighting matrix Q  in Case D, the first five natural frequencies and modal 
damping ratios of the actively controlled adjacent buildings are computed against the 
parameter µ . The results are depicted in Figures 13.5 and 13.6 for the natural frequen-
cies and modal damping ratios, respectively. It can be seen from Figure 13.5 that the first 
five natural frequencies do not vary with the parameter µ  when µ  is in the range from 10 
to 2  ×  105 . Further analysis shows that the first, third and fifth natural frequencies of the 
actively controlled adjacent buildings are almost the same as the first three natural frequen-
cies of the uncontrolled right building of 3.02, 9.03 and 14.99 rad/s, respectively. The sec-
ond and fourth natural frequencies of the actively controlled adjacent buildings are almost 
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the same as the first two natural frequencies of the uncontrolled left building of 4.27 and 
12.77 rad/s, respectively.

The first five modal damping ratios of the actively controlled adjacent buildings increase 
with the increasing value of µ  when µ  is in the range from 10 to 6  ×   10 5  , as shown in  
Figure 13.6 . Since the first, third and fifth modes of vibration of the system are dominated 
by the right building and the second and fourth modes of vibration are dominated by the 
left building, the pattern of the curves in  Figure 13.6a  is different from that in  Figure 13.6b . 
When µ  is further increased from 2  ×   10 5  , the second modal damping ratio starts to decrease 
but the fourth modal damping ratio still increases until µ  reaches 8  ×   10 6  . The first, third 
and fifth modal damping ratios, which are dominated by the right building, are always 
increased with increasing value of µ , and eventually the modes of vibration are overdamped. 
The selection of parameter µ  could have been compromised by the information on the key 
structural response reductions and the modal properties as well as control forces. This study 
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selects µ  of 2  ×   10 5   as a beneficial value for the subsequent computation of seismic response 
using the derived closed from solution. 

Further modal analysis of the actively controlled adjacent buildings with the beneficial 
weighting matrix  Q and beneficial parameter µ , as selected, shows that the real parts of all 
eigenvalues of  Â are negative. Therefore, according to the Lyapunov’s criterion about the 
stability of linear systems, the present actively controlled adjacent buildings form a stable 
system. 

13.3.5.3 Seismic response

To demonstrate the overall performance of LQG controllers, the standard deviations of 
displacement, shear force and acceleration responses at each floor for each building with 
and without active control devices are computed. Figures 13.7 and 13.8 show the variations 
of the standard deviation of displacement and shear force response, respectively, with the 
height of the buildings. The reduction of responses from the LQG controllers is significant 
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for all floors in either building. In particular, the top floor displacement standard deviation 
of the unlinked left building is 44.7 mm but with the active control devices installed, it is 
reduced to 17.8 mm, leading to a 60% reduction of the response. For the right building, the 
top floor displacement standard deviation is 61.1 mm for the unlinked building and 22.1 mm 
for the linked building, resulting in a 64% reduction. For base shear force response, without 
control the bottom shear force standard deviation is 1.41  ×  107  N in the left building and 
9.68  ×  106  N in the right building. With the LQG controllers, the base shear force standard 
deviation is reduced to 5.65  ×  106  N in the left building and 3.57  ×  106  N in the right build-
ing, leading to a 60% and a 63% reduction, respectively.

The variations of acceleration response with the building height, as shown in Figure 13.9, 
are different from displacement and shear force response profiles shown in Figures 13.7 and 
13.8. The acceleration response for each unlinked building does not vary monotonically 
with the building height. This is due to the contributions from higher modes of vibration. 
The top floor acceleration standard deviation of the unlinked left building is 1.11 m/s2  but 
with the LQG controllers installed it is reduced to 0.519 m/s2 , leading to a 53% reduction 
of the response. For the right building, the top floor acceleration standard deviation is 0.807 
m/s2  for the unlinked building and 0.427 m/s2  for the linked building, resulting in a 47% 
reduction.

To further enhance the understanding of the seismic response of the adjacent buildings 
with and without control devices, the spectral density functions of the top floor displace-
ment response, base shear force response and top floor acceleration response of both build-
ings with and without control devices are computed and plotted in Figures 13.10 through 
13.12, respectively. It is clearly seen that all the peaks in the response spectra of both build-
ings are significantly reduced when the LQG controllers are used. The effects of the higher 
modes of vibration on the acceleration response are much larger than on the top displace-
ment and base shear force responses. From Figure 13.11, it can also be seen that there are 
only very small changes in the natural frequencies of each building after the installation of 
the active control devices.

The values of the control forces required for the achievement of significant vibration 
reduction of the adjacent buildings are important for the design of the hydraulic actuators 
and adjacent buildings. In terms of the closed-form solution, the control forces can be eas-
ily calculated. Figure 13.13 shows the variations of control force with the building height. 
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The maximum control force occurs at the top of the building as expected. The fact that very 
small control forces occur at the floors near the ground indicates that the corresponding 
actuators may be removed. To this end and also to demonstrate the capacity of the present 
formulation and computer program, the actuators and sensors at the bottom 10 floors are 
removed (Case II) and the seismic responses of both buildings are computed using the same 
weighting matrices. Some of the major seismic responses of both buildings and the control 
force at the top floor are listed in Table 13.1 and compared with the case where the actuators 
and sensors are installed at all the floors (Case I). It can be seen from Table 13.1 that while 
the major seismic responses of both buildings remain almost the same for the two cases, the 
control force at the top floor in Case II increases about 31% compared with Case I. Thus, a 
proper trade-off between control effectiveness and control cost should be considered in the 
design of controllers.
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(b) right building.



406 Smart civil structures

13.4  SEMI-ACTIVE CONTROL OF A BUILDING 
COMPLEX USING FRICTION DAMPERS

A main building and a podium structure that are grouped as a building complex are often 
seen in modern urban cities because it is a functionally and architecturally appealing scheme. 
However, such a building complex, which is a kind of setback structure, is prone to greater 
damage at the level of setback compared to other locations because there are abrupt changes 
in stiffness and mass (Shahrooz and Moehle 1990). To overcome this problem while keeping 
a favourable building complex configuration, passive friction dampers (PFDs) were recently 
proposed to link the podium structure to the main building (Ng and Xu 2007). However, a 
major drawback of using a PFD is that the control effectiveness as a result of the fixed friction 
force level would fluctuate under different magnitudes of earthquakes. It has been concluded 
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Figure 13.11   Spectral density of base shear force with and without active controller: (a) left building, (b) 
right building.
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Figure 13.12   Spectral density of top floor acceleration with and without active controller: (a) left building, 
(b) right building.
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that a higher level of friction force is preferable under strong earthquakes, whereas moderate 
earthquakes require a lower level of friction force. In addition, the optimal reduction of inter-
story drift is attained at a larger friction force but floor acceleration requires a smaller fric-
tion force. To improve the adaptability of the control system to the variation of earthquakes 
for the steady response reduction of a building complex, the performance of the vibration 
attenuation on the basis of global- and local-feedback control strategy associated with the 
application of variable friction dampers is investigated in this section.

13.4.1  Modelling of building complex with 
variable friction dampers

The analytical model of a building complex can also be depicted by Figure 13.1, in which 
a main building (building 1) and a podium structure (building 2) have N 1  and N 2  stories 
(N 1   >  N 2 ), respectively. Only one DOF is assigned to each mass, which is concentrated at 
each floor of both buildings under unidirectional horizontal earthquake excitation. The 
equation of motion of such a building complex can also be expressed by Equation 13.1. 
However, different from Section 13.3 using LQG controllers for active control of adjacent 
buildings, the variable friction dampers on the basis of global- and local-feedback control 
strategy are employed in this section for the semi-active control of building complex.

The basic mechanism of a variable friction damper, which employs a piezoelectric actuator 
as a clamping force regulator to subsequently adjust friction force is shown in Figure 13.14. 
The operation of a piezo-type variable friction damper is to manipulate the level of input 
voltage to the piezoelectric actuator so as to control the clamping force magnitude on fric-
tion materials. Normally, the clamping force is proportional to the voltage level.

Table 13.1    Comparison of major seismic responses of both buildings and control force

Standard deviation  
Installed at all floors 

(Case I)  
Installed at top 10 
floors only (Case II)  

Top floor displacement of left building (mm) 17.8 18.1 
Top floor displacement of right building (mm) 22.1 22.2 
Bottom shear force of left building (N) 5.65  ×  10 6  5.71  ×  10 6  

Bottom shear force of right building (N) 3.57  ×  10 6  3.74  ×  10 6  

Top floor acceleration of left building (m/s 2  ) 0.519 0.554 
Top floor acceleration of right building (m/s 2  ) 0.427 0.453 
Control force at top floor (N) 8.79  ×   10 4  1.15  ×   10 5  

Moving
direction

Piezoelectric
actuator

Steel housing

Friction material

Figure 13.14   Schematic diagram of variable friction dampers.
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According to the evaluated properties of a variable friction damper, the damper is modelled 
with two components: a linear spring and a variable friction slider connected in series. The 
linear spring simulates the elastic member connected to the friction device, which is modelled 
by friction slider, for mounting purpose. The behaviour of the friction slider is assumed to 
follow the Coulomb friction model, which is consistently revealed in the developed devices. 
According to the Coulomb friction model, the dynamic friction coefficient µ  ′  is considered 
to be constant and independent of sliding velocity and displacement. Likewise, semi-active 
friction force f dk   of the k th damper is linearly proportional to the clamping force. Because 
a variable friction damper consists of a linear spring element connected in series with a 
variable friction slider, the semi-active control forces u t u t u t u tr

T( ) = ( ) ( ) ( ) ′1 2 �  
(subscript r ′  denotes the number of variable friction dampers involved) depend on either the 
sticking or slipping state of each damper, which can be described by

 u t
k x t e t f t f t

f t
k

dk k
rel

k k dk

dk

( ) =
( ) − ( )  ( ) ≤ ( )

( )
if sticking

i

( )

ff slippingf t f tk dk( ) > ( )





 ( )
  (13.51)

 f t k x t ek dk k
rel

k( ) = ( ) −    (13.52)

where:
 f dk  (t )   is the semi-active friction force provided by the k th variable friction damper in 

its slipping state
 k dk     is the spring stiffness of the k th variable friction damper if it is in sticking state 
 x tk

rel( )   denotes the relative displacement between the two buildings at the floor where 
the k th damper is mounted 

The slip deformation of the k th friction damper is represented by e k   and it is given by the 
expression as follows:

 e e x e
u

k
xk k k k

k

dk
k= + − −  

rel relsgn �   (13.53)

where: 
 ek is the previously cumulated slip deformation of the k th damper 
 �xk

rel  is the relative velocity between the two buildings

Semi-active friction forces can generally be given by

 f t N t x tdk k k( ) = ′ ( ) ( ) µ sgn � rel   (13.54)

in which the clamping force N k  (t ) (≥ 0) is time dependent and it is determined by the feed-
back controller. The semi-active control force u k  (t ) is exactly the same as the semi-active 
friction force f dk  (t ) if the friction damper slips continuously without sticking. A flowchart 
regarding the simulation of seismic response of a building complex with variable friction 
dampers is depicted in Figure 13.15. The friction force is updated at every time step accord-
ing to the feedback controller. Because the variable friction damper can also stick if the 
determined feedback control force is larger than the pseudo-friction force, an iterative cal-
culation of slip deformation is therefore required at each time step.
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13.4.2 Control strategy

13.4.2.1 Global-feedback control strategy

For global-feedback control strategy, the well-known LQG controller is considered here. The 
design procedure of the LQG controller can be found in Chapter 9. However, the obtained 
closed-loop feedback control force (active control force) can be achieved by a variable fric-
tion damper only when the force direction opposes the velocity direction of the damper. 
For magnetorheological (MR) dampers, Dyke et al. (1996) proposed a clipped control strat-
egy to let semi-active MR dampers replicate the desired control force as close as possible. 
However, this clipped control strategy is not applicable to friction-based semi-active damp-
ers because the desired control force can be imitated correctly only when the damper is in 
its slipping state. Switching the clamping force N k  (t ) to its maximum level will very likely 
make the friction damper stick and then the elastic member force will be the output control 
force instead of the slipping friction force according to Equation 13.51. Therefore, a modi-
fied clipped control strategy is developed for the friction-based semi-active damper (Ng and 
Xu 2007). In the proposed control strategy, it is assumed that the friction force will follow 
the Coulomb friction model and the friction coefficient µ  ′  is independent of velocity. Based 
on this assumption, the desired clamping force N k  (t ) can be tuned into compliance with the 
following decision criteria:

 N t
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Input system matrices, initial
states and ground motion

Compute states of friction dampers:

Determine control force by
equations (13.51) and (13.52)

Update slip deformation by
equation (13.53) k = k+1

No

Solve governing equation (13.1)
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tj+1 = tend

End
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No

j = j +1 xrel (tj), x rel (tj), e(tj) = e(tj–1)

e(k+1) (tj) = e(k) (tj)

Figure 13.15   Flowchart of numerical simulation for a building complex with variable friction dampers.
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In case the active control force and the motion of the semi-active friction damper are in 
opposite directions, the clamping force N k  (t ) is set to the magnitude of the desired active 
control force u tk

LQG( ) divided by the friction coefficient. Otherwise, a zero clamping force is 
applied to produce a zero friction force. According to these two switching criteria, the semi-
active friction force can be determined by substituting Equation 13.55 to Equation 13.54. 
The actual control force u k  (t ) governed by Equation 13.51 can be subsequently decided 
by identifying the current states of the friction damper. It is noted that the desired control 
force cannot be replicated completely unless the slipping of the friction damper is always 
assured.

13.4.2.2 Local-feedback control strategy

The aforementioned global-feedback control law normally requires many sensors to pro-
vide full-state feedbacks of a building complex. It is also rather sensitive to the accuracy 
of the mathematical model of the building complex and the design appropriateness of 
weighting matrices for the objective functions targeted. Instead of controlling a build-
ing complex using the global-feedback controller, there are some available local-feedback 
controllers but there have been fewer studies for coupling building control. One merit 
of a local-feedback controller is that fewer sensors are required, which is particularly 
important for a building complex. However, it is not certain whether a local-feedback 
controller can achieve control performance as effectively as a global-feedback controller 
because available feedbacks in a local-feedback controller are much less than those in a 
global-feedback controller. Here, three local-feedback control algorithms, which will be 
used in the experimental investigation are introduced: viscous and Reid friction (VRF) 
controller, modulated homogeneous friction (MHF) controller, and non-sticking friction 
(NSF) controller.

The VRF control algorithm, proposed by Chen and Chen (2002, 2004a,b), utilises real-
time states of actuated displacement and velocity of a semi-active friction damper in deter-
mination of appropriate feedback control force as expressed in the following:

 N t N x x g x t g x tk k k k k k k k( ) = ( ) = ( ) + ( )rel rel rel rel, � �1 2   (13.56)

where gk
1 and gk

2 are the positive gain coefficients for the slip x tk
rel( ) and the slip rate �x tk

rel( ), 
respectively, of the k th variable friction damper. It is obvious that the proposed control 
logic essentially combines both features of viscous damper and nonlinear Reid damper 
(Caughey and Vijayaraghavan 1970), which can be seen by taking either control gain gk

1 0=  
or gk

2 0= , respectively. The advantage of the VRF control logic is that the control force is 
responsive to both slip and slip rate, which is deemed to be vibration indication of a build-
ing. However, this control logic will still cause sticking of the damper if the control gains 
gk

1 and gk
2  are designed too large or the structural vibration is small due to weak ground 

motion.
The MHF controller was first proposed by Inaudi (1997) and has been modified by He et 

al. (2003) to guarantee a continuous slipping of semi-active friction damper in the applica-
tion of base isolation system. Previous actuated peak displacement of the damper is the key 
signal to determine feedback force as written by

 
N t N x x x t s x tk k k k k k k k( ) = ( ) = −( ) ( ) 

rel rel rel rel, tanh� �β β1 2

  (13.57)
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where:
 βk

1  is the positive control gain 
 βk

2  is the velocity control gain that defines the velocity region that the friction force 
starts transiting to zero magnitude 

 s is the time interval between the time instant with the closest previous local 
maximum (peak or trough) and the current time t , which can be expressed as 
s t x t tk

rel= ≥ − ={ }min : ( )0 0�

Employing the previous maximum deformation signal for clamping force regulation pro-
duces energy dissipation more efficiently than utilising the current deformation signal. This 
is because the latter one will only yield a triangular hysteresis loop which encloses only half 
of the area enclosed by a rectangular hysteresis loop if the former type of signal is fed back. 
Similar to the VRF controller, the MHF controller will also make the damper lock at the 
moment of force reversal ( �xk

rel = 0).
The NSF controller proposed by Ng and Xu (2007) employs actuated velocity in the cur-

rent state of damper to adjust control force to maintain continuous slipping and energy dis-
sipation by semi-active friction damper. The feedback control force is formulated as

 N t N x N x tk k k k k k( ) = ( ) = ( ) � �rel relmax tanh γ2   (13.58)

where:
 γk

2 is the velocity control gain holding the same physical meaning as βk
2 in the MHF 

controller 
 Nk

max is the maximum clamping force 

This control algorithm can be interpreted as a controller which tries to drive a friction 
force to its largest possible magnitude yet maintains continuous slipping of the damper. 
Therefore, the control device could be used mostly to its full capacity to increase energy 
dissipation. Another merit of the NSF controller is that the parameter Nk

max sets a clear 
upper bound of control force of the variable friction damper and therefore the load-
bearing capacity of the damper. The design of the damper capacity, based on the VRF and 
MHF controller, may not be so certain because the magnitude of control force depends on 
the vibration level of the buildings and the severity of earthquakes for a particular set of 
control gains. It is possible that the load-bearing capacity of the damper is under designed 
when a stronger earthquake is experienced in reality. In contrast, the force limit of a 
damper can be easily considered in the design stage for the NSF controller. Furthermore, 
the optimal friction force identified in the passive control strategy could be a good indica-
tive value for Nk

max in the NSF controller, which leads to a more intuitive and explicit 
design.

13.4.3  Experimental investigation of building 
complex with variable friction damper

For numerical studies on the vibration control of a building complex based on the afore-
mentioned global- and local-feedback control strategies see Ng and Xu (2007) or Section 
14.5 of Chapter 14 as a reference. This section aims to experimentally demonstrate the 
viability of the seismic control of a building complex using variable friction dampers (Xu 
and Ng 2008).
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13.4.3.1 Experimental setup

To examine the seismic mitigation ability of variable friction dampers for a building com-
plex, a 12-story building model and a 3-story building model subject to a series of shak-
ing table tests were accordingly designed to form a building complex model as shown in 
Figures 13.16 and 13.17. The 3-story building model (Building 2) was considered to imitate 
a typical podium structure, and a main building (Building 1) with 12 stories was selected 
based upon a height difference of 4 times. For the effective demonstration of control feasibil-
ity, the 12-story building model was designed with a fundamental frequency that could lead 
to moderate vibration under considered historical earthquake records. The 3-story building 
was designed stiffer than the main building to maintain a fundamental frequency difference 
in a ratio of 2.5:1.0 approximately, as would be the case in reality. However, the details 
of both building models were not similitude-scaled from a prototype building complex. 
Caution should thus be taken when using the test results directly. Furthermore, only the 
elastic behaviour of buildings was concerned in this study with the justification that the 
control scheme employed could effectively keep the buildings within the elastic and linear 
range.

The overall heights of the two equal-floor-height buildings were 2400 and 600 mm, 
respectively, for Building 1 and Building 2. The plan dimension and the total weight of 
the 12-story building were, respectively, 600  ×  400 mm and 382 kg. The corresponding 
geometries and weight were 1500  ×  710 mm and 547 kg for the 3-story building. Four and 
eight rectangular columns in a cross section size of 6  ×  50 mm were used in the 12-story 
and 3-story buildings, respectively, to support the respective rigid plates. The plates and 
columns were properly welded together to form rigid connections. There was a rectangular 
opening of 700  ×  500 mm at the centre of each rigid plate of the 3-story building so that the 
12-story building could be arranged inside the middle of the 3-story building with a 50 mm 
gap between the 4 sides of the two buildings. The two buildings were then welded on a steel 

Building 2 

Building 1 

PVFD 

Figure 13.16   Test building complex with variable friction damper.
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base plate, which was then bolted firmly on a 3  ×  3 m shaking table. The 6  ×  50 mm col-
umns were arranged in such a way as to lead to one-directional vibration, and thus the two 
buildings were effectively reduced to planar frames. In the aforementioned arrangement, 
the fundamental frequency of the 12- and 3-story buildings is 3.7 and 9.9 Hz, respectively. 
To simulate a rigid coupling case of the buildings, the bottom three floors of the buildings 
were linked by high strength steel bars. In the case of semi-active control, a variable friction 
damper linked the two buildings at their third floor.

Based on an numerical study of the required control force capacity, a laboratory-scale 
piezo-driven variable friction damper (PVFD) that could provide a force capacity of 250 N 
and suit for the building complex model was developed and employed as a joint damper, 
as shown in Figure 13.18, to interconnect the two building models. The damper is simply 
a mechanical integration of a piezoelectric actuator and a friction generation unit. The 

z
x

Shaking table
Linear piezo

amplifier
DS2102 D/A panel

dSPACE’s processor
(DS1005 PPC board)

Friction
damper

Host PC
(ControlDesk)

DS2003 A/D panel
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Accelerometer

Charge
amplifier

Figure 13.17   Schematic diagram of experimental arrangement.
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Figure 13.18   Laboratory-scale variable friction damper.
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damper consists of a longitudinal part and a vertical part. The longitudinal part is basically 
a friction generation unit with dimensions of 100 (length)  ×  40 (width)  ×  54 mm (height). 
One 8-mm thick steel plate, which allows a stroke range of ± 25 mm, is sandwiched between 
the two frictions pads to generate friction force as the plate slides. The friction pad is a com-
mon car braking pad. Because the developed damper is to laboratory scale and the car brak-
ing pad is normally designed to resist larger braking force than required for this study, the 
reliability and longevity of the device in the present scale of force is apparently not a major 
issue. The bottom friction pad is fixed to the steel housing whereas the top one is attached 
to the piezoelectric actuator. The piezoelectric actuator, which acts as the normal clamping 
force regulator, is allocated in the vertical part, which has dimensions of 30 (length)  ×  54 
(width)  ×  80 mm (height). The steel housing of the PVFD is of high stiffness to prevent loss 
of clamping force, and it is made with mild steel with a 210 GPa modulus of elasticity and 
8 mm thickness.

The PVFD was mounted on the third floor of the two buildings to provide an interactive 
control force for both buildings. The magnitude of the friction control force was regulated 
continuously in the semi-active control case and kept constant in the passive control case. 
The effective range of the friction force was designed roughly between 5 and 340 N at an 
input voltage from 0 to 150 V, correspondingly. The input voltage was supplied by a linear 
amplifier, which amplified the command signal from a controller by 20 times. The cor-
responding range of voltage command from the digital controller was therefore between 0 
and 7.5 V.

The instrumentation used in the semi-active control test consisted of sensors for building 
response measurements and computational hardware for data processing (see Figure 13.17). 
Regarding sensors, a total of 16 accelerometers were employed to measure the absolute 
accelerations at all floors of the two test buildings as well as the ground acceleration of the 
earthquake simulator. Equal numbers of charge amplifiers of model type 2635 produced 
by Brü el and Kjæ r were jointly utilised with the accelerometers. The relative displacement 
between two buildings at the level where the variable friction damper was installed, which 
was the feedback signal in the semi-active control case, was obtained by a linear variable 
displacement transducer (LVDT). The LVDT was installed in the same alignment as, but on 
opposite side from, the PVFD. A load cell, which was attached at one end of the sliding plate 
of the damper being firmly pin-supported on the third floor of 12-story building, recorded 
the real-time friction control force actuated from the PVFD. For some control algorithms, 
relative velocity between two buildings was also needed for feedback. This was determined 
from the subtraction between the absolute velocities of the two buildings. The absolute 
velocities were measured by the two accelerometers with their charge amplifiers switched to 
velocity measurement.

The data processing was performed by a dSPACE real-time data acquisition and feedback 
control system. This system was operated with a processor board of DS1005, which features 
a PowerPC FX processor at 800 MHz to provide computing power for real time as well as 
to function as an interface to the I/O hardware. Quantisation of measured analogy signals 
(A/D) from various sensors was performed by passing through the I/O board of DS2003. 
The digital command signal sent out from a complied controller was converted back to an 
analogy signal (D/A) with the aid of I/O board DS2102 before conveying to the linear piezo-
electric amplifier. The programming of real-time controllers and virtual simulation of the 
closed-loop controlled building system were developed by Simulink, which is an interactive 
environment integrated in MATLAB. The generation of C code, which is in compliance 
with the real-time interface (RTI) of dSPACE was executed by a provided function of the 
Real-Time Workshop in Simulink. The visualisation of measured signals and manipulation 
of control parameters over the real-time controlled system were solely managed by software 
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of ControlDesk. In this closed-loop control system, sampling and controlling rates were 
equally set to 500 Hz for all test cases to provide high-quality results for later analysis.

13.4.3.2 Seismic control tests of building complex with PVFD

Performance tests of the piezoelectric actuator and the variable friction damper were first 
conducted to investigate the characteristics of PVFD, for details refer to Xu and Ng (2008). 
The application of the PVFD for the seismic control of the building complex was then car-
ried out through a series of shaking table tests.

The earthquakes employed for input ground motions in this study are the El-Centro 
NS (1940, PGA = 3.417 m/s2 ), the Hachinohe NS (1968, PGA = 2.250 m/s2 ), the Kobe NS 
(1995, PGA = 8.178 m/s2 ) and the Northridge NS (1994, PGA = 8.267 m/s2 ). The first two and 
the last two ground acceleration records are the typical far-field and near-field earthquakes, 
respectively. The time span of the earthquake records was compressed by three times in the 
test to produce moderate vibration of the main building as a result of frequency matching 
between the ground motion and the building model. The level of peak acceleration consid-
ered in the test is 0.1, 0.15 and 0.2 g for the four ground motions in an attempt to investi-
gate the adaptability of various control algorithms in response to changes of ground motion 
intensities.

There were four interconnection configurations of the building complex considered in 
this experimental study: (1) Case 1, the uncoupling of two buildings; (2) Case 2, the rigid-
coupling of two buildings at common floors; (3) Case 3, the coupling control of two build-
ings with a PFD at the third floor; and (4) Case 4, the coupling control of two buildings with 
variable friction damper at the third floor. 

For Case 1, the two buildings were totally separated and could vibrate individually under 
the considered four earthquakes. This configuration was one of the uncontrolled cases and 
provided a comparison basis for control performance. To provide rigid coupling of the build-
ing complex in Case 2, three box-section steel members of equal size and strength were used 
for interconnection. The rigid-couple configuration is a common practice for the construc-
tion of a main building with low-rise podium structure, and it was another uncontrolled 
case considered. In Case 3, the variable friction damper worked as a PFD by maintaining a 
constant level of voltage supply to the piezoelectric actuator. Three friction forces f d   = [50, 
80, 110] N were considered in the passive control. In Case 4, varying voltage was input to 
the piezoelectric actuator according to the control algorithms employed.

13.4.3.3 Evaluation of control performance

The control effectiveness of various control strategies is evaluated based on the reduction of 
inter-story drift and absolute acceleration of both buildings. The maximum peak and root 
mean square (RMS) reductions of the two types of responses are considered, and the cor-
responding performance indices are given by
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where d i  (t ) is the i th inter-story drift response time history of either building in different cou-
pling configurations under each earthquake. Similarly, the absolute acceleration response of 
either building is represented by ��x ti ( ). The maximum peak response of the coupled building 
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complex is normalised by the maximum peak response of the uncoupled building denoted by 
dUCS

max and ��xUCS
max. The uncoupled structures (UCS), which are noted in the subscript of uncou-

pled response, are the reference structural configuration for the comparison of other coupling 
cases. The evaluation on response reduction in terms of RMS magnitude is given by indices J 3  
and J 4 . The norms of the structural responses are effective measures of control performance. 
The norm response of i th floor of either building is determined by z t T z t dti

T
i( ) ( )= ∫1 0
2/ . 

dUCS
max  and ��xUCS

max  are the maximum norm inter-story drift and absolute acceleration of the 
uncoupled building under each of the earthquakes, respectively.

The control performance indices J 1  to J 4  of the 12-story building under the four earth-
quakes are listed in Tables 13.2 and 13.3. The control gains in the aforementioned various 
control algorithms are given in Table 13.4. The gains of VRF, MHF and NSF controllers 
are selected on the basis that a balance performance can be obtained at a similar control 
force level. In general, the inter-story drift of the main building under different types and 
intensities of earthquakes is fairly reduced by four semi-active control algorithms. The max-
imum reduction of peak and RMS inter-story is approximately 4%–34% and 33%–62%, 

Table 13.3   Performance indices ( J 3  and J 4 ) of 12-story building

J 3  J 4  

PFD VRF MHF NSF LQG PFD VRF MHF NSF LQG 

EI-Centro 0.1 g 0.51 0.60 0.67 0.54 0.64 0.60 0.56 0.63 0.51 0.57
0.15 g 0.56 0.59 0.56 0.53 0.64 0.60 0.53 0.54 0.50 0.56
0.2 g 0.60 0.57 0.57 0.54 0.60 0.61 0.55 0.61 0.53 0.57

Hachinohe 0.1 g 0.50 0.63 0.68 0.54 0.65 0.61 0.59 0.65 0.52 0.60
0.15 g 0.59 0.64 0.63 0.57 0.65 0.66 0.60 0.63 0.55 0.60
0.2 g 0.66 0.62 0.62 0.58 0.64 0.70 0.60 0.62 0.58 0.61

Northridge 0.1 g 0.32 0.51 0.59 0.38 0.50 0.44 0.50 0.57 0.40 0.47
0.15 g 0.35 0.51 0.53 0.41 0.50 0.46 0.50 0.52 0.42 0.48
0.2 g 0.42 0.51 0.53 0.43 0.50 0.51 0.55 0.57 0.43 0.49

Kobe 0.1 g 0.39 0.52 0.55 0.42 0.53 0.46 0.51 0.54 0.51 0.48
0.15 g 0.46 0.51 0.49 0.47 0.53 0.53 0.52 0.57 0.49 0.52
0.2 g 0.50 0.49 0.47 0.46 0.51 0.59 0.55 0.56 0.52 0.54

Table 13.2   Performance indices ( J 1  and J 2 ) of 12-story building

J1  J2  

PFD VRF MHF NSF LQG PFD VRF MHF NSF LQG 

El-Centro 0.1 g 0.63 0.74 0.78 0.70 0.80 0.77 0.66 0.67 0.57 0.62
0.15 g 0.74 0.74 0.71 0.70 0.80 0.76 0.69 0.65 0.56 0.63
0.2 g 0.81 0.74 0.73 0.73 0.80 0.79 0.69 0.80 0.62 0.68

Hachinohe 0.1 g 0.85 0.87 0.88 0.78 0.85 0.92 0.88 0.72 0.73 0.73
0.15 g 0.90 0.89 0.88 0.83 0.86 0.86 0.92 0.78 0.78 0.75
0.2 g 0.90 0.87 0.91 0.85 0.86 0.90 0.92 0.87 0.75 0.74

Northridge 0.1 g 0.79 0.95 0.88 0.75 0.87 0.99 1.00 0.96 0.88 1.00
0.15 g 0.81 0.95 0.92 0.83 0.91 0.95 1.03 0.99 0.98 0.98
0.2 g 0.83 0.96 0.96 0.88 0.92 0.98 1.03 1.04 0.99 1.01

Kobe 0.1 g 0.68 0.80 0.79 0.66 0.80 0.69 0.78 0.74 0.62 0.72
0.15 g 0.69 0.78 0.77 0.76 0.80 0.74 0.84 0.81 0.75 0.77
0.2 g 0.75 0.79 0.77 0.76 0.83 0.78 0.84 0.83 0.76 0.76

Note : PFD, Passive friction damper.
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respectively. The reduction in acceleration response is also noted: there are about 1%–44% 
and 35%–60% reduction in the maximum peak and RMS acceleration, respectively. The 
stability of control efficiency in various earthquake intensities is also satisfactorily main-
tained and it is particularly convinced by RMS reduction. However, a higher reduction is 
normally found under far-field earthquakes compared to near-field earthquakes. It is also 
observed that the semi-active control strategy is not always effective for peak acceleration 
reduction as noted in the Northridge earthquake although the corresponding reduction in 
terms of RMS magnitude is fairly outstanding. Nevertheless, control performance is rela-
tively stable when employing the NSF control algorithm compared with other semi-active 
controllers at a similar control force level. This is because the NSF control algorithm could 
effectively reduce the control force to zero when the slip velocity of the friction damper 
is zero.

A performance comparison is also made between the passive and semi-active control 
strategies under the four earthquakes with peak acceleration of 0.2 g, and the results are 
highlighted in Figure 13.19. The NSF control algorithm is selected to compare with the 
PFD as well as the two uncontrolled cases, which are a UCS and a rigid-coupled structure 
(RCS), respectively. The selected control parameters for the two control cases are the pas-
sive friction force f d   = 110 N and the maximum control force F max  = 150 N. It is noted in 
Figure  13.19 that the rigid-coupled building is the worst configuration. Peak inter-story 
drift and absolution acceleration of Building 1 are amplified in most of the earthquakes 
compared to the uncoupled case. In contrast, a satisfactory performance in resisting magni-
fication of the peak inter-story drift of Building 1 by the PFD is shown. It is, however, not 
equally outstanding in reducing the peak acceleration response. By implementing the NSF 
controller, it is not only effective to reduce the inter-story drift of Building 1 to a comparable 
degree, but also stable in controlling the acceleration response for most of the earthquakes. 
Furthermore, as the large friction force in the passive control is required (see Table 13.4) 
the passive control efficiency is not as high as the NSF controller. A relatively stable control 
performance is maintained by employing the NSF controller when the intensity of the same 
type earthquake alters. The NSF controller is thus more effective in minimising both inter-
story drift and acceleration response of the building complex compared with the passive 
control.

To confirm the adequacy of the analytical model of the variable friction damper and the 
realisation of the various semi-active controllers, the numerical simulation of the seismic 
control of the building complex model is additionally carried out. Results regarding the 
local-feedback controllers of VRF, MHF, NSF and the global-feedback controller of LQG in 
the aforementioned control settings under the 0.15 g El-Centro earthquakes are highlighted 
in Figures 13.20 and 13.21. It is clearly shown that the simulated absolute acceleration and 
control force time histories due to the four control algorithms are all in good agreement with 

Table 13.4   Averaged peak and RMS control forces in different controllers

Control algorithm and parameter 
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PFD f d   = 110 130.5 51.8
VRF g 1  = 15.6, g 2  = 10.7 100.6 20.5
MHF β 1  = 39.0, β 2  = 20 98.3 19.5
NSF F max  = 150 99.8 19.9
LQG Q  = I , R  = 0.01 77.3 17.0
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Figure 13.19   Comparison of peak response profiles of uncontrolled and controlled 12-story building.
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the experimental results. Such an agreement is equally good under the four earthquakes for 
each controller. The satisfactory comparison of the control force confirms the promptness of 
the PVFD as well as the appropriateness of the proposed operating scheme and the associ-
ated forced feedback control strategy. The reliability of the semi-active control technology, 
including the examined controllers and the developed control device, is therefore assured.

13.5  SEMI-ACTIVE CONTROL OF BUILDING 
COMPLEX USING MR DAMPERS

Under earthquake excitation, a tall building with a large podium structure may suffer from 
a whipping effect due to the sudden change of building lateral stiffness and mass at the 
top of the podium structure. The experimental investigation of the semi-active control of 
a building complex using MR dampers as a connection to prevent the whipping effect is 
introduced in this section (Xu et al. 2005).

13.5.1 Experimental arrangement

The model of the building complex as shown in Figure 13.16 was used again. It should be 
noted in this experiment that the MR damper was used for seismic control instead of the 
variable friction damper. To compare the control performance of the MR damper, four 
connection cases were considered: (1) the two buildings separated, (2) the two buildings 
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rigidly connected, (3) the two building connected by the MR damper in the passive off 
mode and (4) the two buildings connected by the MR damper in the semi-active control 
mode.

To create a rigid connection between the 12-story building and the 3-story building, high 
strength steel bars were used to link the two buildings along the middle line of the two 
buildings in the x-direction at the first, second and third floor, respectively. Each bar was 
fixed on the two building floors by a total of four high strength bolts. The assumption of 
a rigid connection was verified by examining the measured response of each floor of each 
building to see if there was any relative movement between the two buildings.

One MR damper (RD-1097-01X) manufactured by the Lord Corporation, was used to 
link the two buildings at their third floors along the middle line of the two buildings in 
the x-direction. The maximum allowable input current to the damper is 0.5 A and 1.0 A, 
respectively, for continuous and intermittent application. More than 150 N force can be 
produced by the damper at 1.0 A, whereas an inherent damper force at 0.0 A is less than 
9 N. To achieve the best performance of the MR damper, the Rheonetic Wonder Box device 
controller kit (RD-3002-03) designed by the Lord Corporation was used together with the 
MR damper.

To identify the dynamic characteristics of the buildings and to form a semi-active control 
system for the two buildings linked by the MR damper, a total of 12 accelerometers (B&K 
4370) were installed on the two buildings in the x-direction to measure their responses. 
Each of the first, second, third, fourth, sixth, eighth, tenth and twelfth floors of the 12-story 
building had one accelerometer placed at its floor centre, whereas each floor of the 3-story 
building had one accelerometer mounted at the floor centre. To monitor the motion of the 
simulator in the x-direction, an accelerometer was mounted on the table surface of the simu-
lator to directly measure the ground acceleration at the base of the buildings. To obtain the 
displacement response of the building, the real-time integration of the acceleration response 
was performed and then passed through a high-pass filter with the lowest frequency set as 
0.64 Hz. A force transducer was placed in series with the MR damper to measure the con-
trol force applied to the buildings.

13.5.2 Multi-level logic control algorithm

Considering that the motion of the MR damper in this application was related to the rela-
tive motion of the two buildings at the third floor, a semi-active logic control algorithm was 
implemented in the experiment (Chen et al. 2002).

The semi-active logic control algorithm has the advantage of quick and simple control 
decisions and avoids the requirement of accurate mathematical models for the control system 
and the MR damper. Only the relative velocity and displacement between the two buildings 
at the third floor, where the MR damper was installed, are considered as feedbacks for the 
determination of the control force by complying with the logic rules of PanBoolean algebra. 
The core concept of the semi-active logic control is to switch the control damper force to 
a corresponding pre-specified actuated force region, based on different states of feedback 
responses by either the increase or decrease of applied current. Obviously, the magnitude 
of control force should be a function of the level of deviation of the structure from its static 
equilibrium, which is reflected by the relative velocity and displacement of the two build-
ings at the third floor. The larger the magnitude of deviation, the larger the damper force 
that should be applied. Let us define the relative floor displacement and velocity as x r   and 
�xr. The pre-specified static equilibrium of the two buildings corresponding to x r   and �xr 
are denoted ′x0 and ′�x0, where both ′x0 and ′�x0 are a real number with value greater than or 
equal to zero. There are three possible states concerning the relative floor displacement x r  . 
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They are x1
1, x1

2 and x1
3, corresponding to x xr < − ′0, x xr ≤ ′0 and x xr > ′0. Similarly, there are 

three different states of relative floor velocity �xr , denoted by x2
1, x2

2 and x2
3 corresponding 

to � �x xr < − ′0, � �x xr ≤ ′0 and � �x xr > ′0, respectively. Therefore, there are nine combinations for the 
states of x r   and �xr and the different combinations of states disclose the level of deviation of 
the buildings. When both x r   and �xr are within the range of ′x0 and ′�x0, no additional current 
(damper force) will be applied. Once either one of the responses, x r   or �xr, falls outside of the 
pre-specified equilibrium range while the other still falls inside that range, the control force 
will be augmented by moderately increasing the applied current. In the situation that both x r   
and �xr have already deviated from the pre-specified static equilibrium region but they have 
the opposite sign, the damper force will remain the same magnitude as the previous one. 
On the contrary, when both x r   and �xr depart from the equilibrium region and they have the 
same sign, the largest control force will be applied by supplying a higher current. As a result, 
there are in total four states of control force region y1

1, y1
2 , y1

3 and y1
4, which correlate with 

high current (HC), low current (LC) supply, constant current (CC) supply and no current 
(NC) supply. Table 13.5 and Figure 13.22 are provided to illustrate the division of various 
response combinations and the corresponding control states. According to the PanBoolean 
algebra, the following relationships exist

 y x x x x1
1

1
1

2
1

1
3

2
3= ⋅ + ⋅   (13.60)

 y x x x x1
3

1
1

2
3

1
3

2
1= ⋅ + ⋅  (13.61)

 y x x1
4

1
2

2
2= ⋅  (13.62)

Table 13.5   Principle of multi-level logic control algorithm

�xr − x r  � �x xr < ′− 0 � �x xr ≤ ′0 � �x xr > ′0
x xr < − ′0 I2  (HC) II3  (LC) III2  (CC)

x xr ≤ ′0 II2  (LC) O (NC) II4  (CC)

x xr > ′0 III1  (CC) II1  (LC) I1  (HC)

Velocity (cm/s)

III2 II4

II3 II1O

I2 III1

Displacement (mm)

II2

I1

–x′0

–x–′0

+x–′0

+x′0

Figure 13.22   Diagram of multi-level logic control algorithm.
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 y y y y1
2

1
1

1
3

1
41= − + +( )  (13.63)

13.5.3 Seismic control of building complex with MR damper

The semi-active logic control presented above was programmed first by the MATLAB/
Simulink and then converted to the executive program in the dSPACE via RTI, which con-
sisted of three major parts: (1) converting the measured voltage signals of the two building 
responses at the third floor to the digital responses and calculating the relative velocity and 
displacement as feedbacks; (2) symbolising the feedback responses into the Boolean values, 
according to Equations 13.60 through 13.63, that are readable by the PowerPC controller 
for decision-making; and (3) sending a command voltage signal to the current controller to 
adjust the control force based on the semi-active logic control algorithm. 

In the semi-active control, the index of equilibrium state was selected as ′ =x0 0 3.  mm and 
′ =�x0 2 mm/s. The states of applied control current were chosen as 0.6 A for HC, 0.45 A for 

MC, 0.35 A for LC and 0.0 A for NC. The passive-off mode in which the applied current was 
zero was also investigated in the study. The MR damper in the passive-off mode provided 
information on the minimum effectiveness of the damper if the external power was cut off.

Figure 13.23 shows the absolute peak and the RMS acceleration responses of the 12-storey 
building for the aforementioned four cases. Figure 13.24 gives the relative peak and RMS 
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Figure 13.23   Comparison of acceleration responses of 12-story building.
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displacement responses of the 12-story building for the four cases. It can be seen from 
Figure 13.24 that both the peak and RMS displacement responses of the 12-story building 
in the passive-off mode are smaller than those of the 12-story building separated from the 
three-story building. Compared with the case of the two buildings rigidly connected, it is 
clearly seen that the MR damper in the passive-off mode totally eliminates the whipping 
effect that exists in the rigidly connected building. When the MR damper worked in the 
semi-active control mode with the logic control algorithm, both the peak and RMS displace-
ment responses of the 12-story building were further reduced compared with those when the 
MR damper worked in the passive-off mode. Regarding the peak displacement response at 
the top of the 12-story building, the peak displacement response is 10.24 mm for the rigidly 
connected building, 7.02 mm for the totally separated building, 6.41 mm for the building 
with the MR damper in the passive-off mode and 4.24 mm for the building with the MR 
damper in the semi-active control mode. The same observations can be made for the abso-
lute peak and RMS acceleration responses of the 12-story building above the fourth floor, 
as shown in Figure 13.23. However, the absolute peak and RMS acceleration responses of 
the first three floors of the building are slightly larger in the semi-active control mode than 
in the passive-off control model. The shear force in the fourth floor of the 12-story building 
is 1966 N for the rigidly connected building, 1126 N for the totally separated building, 1056 
N for the building with the MR damper in the passive-off mode and 778 N for the building 
with the MR damper in the semi-active control mode.

Figure 13.25 displays the relative RMS displacement responses and the absolute RMS 
acceleration responses of the three-story building for the four cases. It can be seen that the 
RMS displacement responses of the three-story building in the passive-off mode are smaller 
than those of the three-story building either separated from the 12-story building or rigidly 
connected to the 12-story building. It can also be seen that the RMS displacement responses 
of the three-story building with the semi-active control are further reduced compared with 
those of the three-story building with the MR damper in the passive-off mode. With respect 
to the RMS acceleration responses, the performance of the semi-active control is much 
better than that of the passive-off control. With the semi-active control, the acceleration 
responses of the three-story building reach the same level as the three-story building rigidly 
connected to the 12-story building. Also by taking the peak displacement response at the 
top of the three-story building as an example, the peak displacement response is 1.48 mm 
for the rigidly connected building, 1.30 mm for the totally separated building, 1.11 mm 
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for the building with the MR damper in the passive-off mode and 0.83 mm for the build-
ing with the MR damper in the semi-active control mode. For the base shear force in the 
three-story building, it is 2096 N for the rigidly connected building, 2200 N for the totally 
separated building, 1912 N for the building with the MR damper in the passive-off mode 
and 1619 N for the building with the MR damper in the semi-active control mode.

The time-histories of displacement response at the top floor of the 12-story building for 
the four cases are depicted in Figure 13.26. It is clear that the use of the semi-active control 
with the MR damper can reduce the building response for the entire duration of the ground 
motion. Figure 13.27 displays the typical force-displacement hysteresis loops of the MR 
damper in the passive-off mode and in the semi-active control mode, respectively. The dif-
ference between the two loops indicates that the semi-active logic control algorithm works 
well.

In this study, the El Centro 1940 earthquake ground acceleration (N-S component) with 
the time scale of 1:1 and 1:2, the peak acceleration of 0.13 g and the harmonic ground 
excitation with a constant peak acceleration of 0.025 g but varying frequency from 3 to 5 
Hz, was also generated by the simulator and used as other excitations to examine the per-
formance of semi-active control. The maximum relative RMS displacement and absolute 
RMS acceleration response of both buildings, subjected to four types of ground excitations, 
are listed in Table 13.6 for the four connection cases. It can be seen that for the 12-story 
buildings, the positive results obtained by the semi-active control for the El-Centro ground 
excitation with the time scale of 1:3 remain at the same level for three other types of ground 
excitations. For the three-story building, the high performance of the semi-active control in 
reducing the maximum acceleration response is kept but it is not always true in reducing the 
maximum displacement response.

13.6  MULTI-OBJECTIVE HYBRID CONTROL OF HIGH-
TECH EQUIPMENT IN HIGH-TECH FACILITY

The high-tech equipment engaged in the production of semiconductors and optical micro-
scopes in high-tech facilities is extremely expensive. To ensure the high quality of ultra-
precision products, high-tech equipment requires a normal working environment with 
extremely limited vibration. Some high-tech facilities are located in seismic zones where 
the safety of high-tech equipment during an earthquake becomes a critical issue. It is there-
fore imperative to find an effective way to ensure the functionality of high-tech equipment 
against microvibration under normal working conditions and to protect high-tech equip-
ment from damage when an earthquake occurs.

Major sources of microvibration, affecting the normal operation of high-tech equip-
ment, are due to traffic-induced ground motion, service machinery-induced floor vibration 
and direct disturbance caused by production-related activities in the form of a suddenly 
applied load (Ungar et al. 1990). Several well-known families of generic vibration criteria 
are in use for microvibration control of high-tech equipment in terms of velocity, such as 
the Bolt, Beranek and Newman (BBN) vibration criteria (Gordon 1991). Compared with 
traffic-induced ground motions, earthquake-induced ground motions are of relatively low 
frequency range but very high intensity. The building structures themselves in seismic zones 
are generally designed to meet seismic code requirements. However, fragile and vibration 
sensitive equipment is often mounted on the building floor without considering seismic pro-
visions making it extremely vulnerable to a seismic-induced lateral load. Under a perfor-
mance-based design concept, it is now recognised that high-tech equipment must function 
immediately after an earthquake and therefore seismic protection for high-tech equipment is 



426 Smart civil structures

0
–12

–8
–4

0
4
8

12

2 4 6 8 10 12 14 16 18 20 22 24 26
Time (sec)

D
isp

la
ce

m
en

t (
m

m
)

(a)

0
–12

–8
–4

0
4
8

12

2 4 6 8 10 12 14 16 18 20 22 24 26
Time (sec)

D
isp

la
ce

m
en

t (
m

m
)

(b)

0
–12

–8
–4

0
4
8

12

2 4 6 8 10 12 14 16 18 20 22 24 26
Time (sec)

D
isp

la
ce

m
en

t (
m

m
)

(c)

0
–12

–8
–4

0
4
8

12

2 4 6 8 10 12 14 16 18 20 22 24 26
Time (sec)

D
isp

la
ce

m
en

t (
m

m
)

(d)

Figure 13.26   Comparison of time histories of top floor displacement responses of 12-story building: (a) with 
rigid connection, (b) without rigid connection, (c) with MR damper in passive control mode 
and (d) with MR damper in semi-active control mode.
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urgently needed (Amick and Bayat 1998). Although there are no consensual seismic design 
criteria for high-tech equipment, it is believed that excessive acceleration responses lead to 
damage to high-tech equipment.

Most of the previous studies for reducing microvibration of high tech equipment are con-
cerned with vibration isolation systems. These vibration isolation systems include small pas-
sive mounts, hybrid tables and active tables, which are mainly used for isolating individual 
or a small quantity of high tech equipment (Serrand and Elliott 2000; Yang and Agrawal 
2000; Yoshioka et al. 2001; Nakamura et al. 2006). The corresponding analytical model 
often takes building floor vibration as a direct base excitation to the vibration isolation sys-
tem: the dynamic interaction between the building and the high tech equipment/vibration 
isolation system, however, is not considered. Recently, both experimental and numerical 
studies on microvibration control of a batch of high-tech equipment were carried out, in 
which a single-layer hybrid platform consisting of passive mounts and an actively controlled 
electromagnetic actuator was coupled with the building structure (Xu et al. 2003a,b; Yang 
et al. 2003). These studies, however, focused on microvibration control only without con-
sidering earthquake excitation.

This section presents a multi-objective hybrid control platform, which works as a passive 
platform aiming to mitigate the acceleration response of a batch of high-tech equipment 
during an earthquake and to function as an actively controlled platform, which intends to 
reduce the velocity response of a batch of high-tech equipment under normal working condi-
tions (Xu and Li 2006). After the discussions on the single-layer passive isolation platform, 
the double-layer passive isolation platform and the hybrid platform with smart actuators, 
the analytical model of a coupled hybrid platform and building system incorporating smart 
actuators and LQG control algorithms was established. The analytical model was then 
applied to a high-tech facility to evaluate the performance of the proposed hybrid platform 
for both microvibration control and seismic response control. A three-story building model 
and a hybrid platform model were designed and manufactured in the laboratory as well. A 
series of shaking table tests, traffic vibration tests and impact tests were performed on the 
building to examine the performance of the two-layer hybrid platform for the functionality 
of high-tech equipment against microvibration and for the safety of high-tech equipment 
against earthquake (Xu et al. 2008).
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Figure 13.27   Displacement-force hysteresis loops of MR damper: (a) passive control mode and (b) semi-
active control mode.
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13.6.1 Multi-objective hybrid control platform

As mentioned before, the multi-objective hybrid control platform is designed to work as a 
passive isolation platform to reduce the acceleration response of high-tech equipment dur-
ing an earthquake and to function as an actively controlled platform to reduce mainly the 
velocity response of high-tech equipment under normal working conditions. In this regard, 
the stiffness and damping coefficients of a hybrid platform are determined according to the 
safety requirement. The active control of the hybrid platform is then designed according to 
the functionality requirement. This subsection mainly discusses important issues involved 
in the design of hybrid platform without considering the interaction between the platform 
and building.

13.6.1.1 Single-layer and double-layer passive isolation platform

A common practice for the microvibration control of high-tech equipment is to adopt a 
single-layer passive platform to isolate high-tech equipment from building floor vibration. 
The single-layer passive platform consists of a platform supported by several pneumatic iso-
lators, as shown in Figure 13.28a. The determination of optimal stiffness and the damping 
coefficient of the pneumatic isolator is based on the possible maximum reduction of either 
velocity or the displacement response of the platform. However, the possible maximum 
reduction of the acceleration response of the platform without excessive drift is targeted 
in this study to resist the earthquake-induced building floor vibration. Research has found 
that, since the passive platform is targeted to reduce the absolute acceleration of high-tech 
equipment to the level below its allowable value, it is difficult to control the platform drift to 
the level below the allowable value for the safety of pneumatic isolators (Xu and Li 2006). 
Therefore, to satisfy both acceleration and drift requirements, a double-layer passive isola-
tion platform is proposed.

A double-layer passive isolation platform is formed by adding an auxiliary isolation 
layer between the single-layer passive isolation platform and the building floor, as shown 
in Figure 13.28b. The auxiliary isolation layer consists of a light mounting plate supported 
by rubber isolators of high energy dissipating capacity. Comparative studies show that, with 
the given system parameters, the acceleration transmissibility of the double-layer platform 
is very close to that of the single-layer platform within the frequency ratio range from 0.1 
to 10. For the range above 10, the acceleration attenuation performance of the double-layer 
platform is better than that of the single layer platform. It is also found that the drift trans-
missibility of either the platform or the mounting plate of the double-layer platform is much 
smaller than that of the single-layer platform as targeted. Furthermore, in the concerned 
excitation frequency range, the drift transmissibility of the platform is larger than that of 
the mounting plate in the double-layer platform as designed. A more detailed description of 
the single-layer and double-layer passive isolation platform can be found in the references 
(Xu and Li 2006).

(a)

Platform Mounting
plate

Rubber isolators
Pneumatic
isolators

Platform
Pneumatic
isolators

(b)

Figure 13.28   Schematic diagram of the passive isolation platform: (a) a single-layer passive isolation platform 
and (b) a double-layer passive isolation platform.
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13.6.1.2 Hybrid platform with active actuator

If single- and double-layer isolation platforms can be used to satisfy the safety requirement of 
high-tech equipment during earthquakes, the next task is to satisfy the serviceability require-
ment for microvibration control of high-tech equipment installed on the platform against 
traffic-induced ground motion, machinery-induced floor vibration and direct disturbance 
to the platform. Though the passive platform is also beneficial for reducing microvibration 
of high-tech equipment against traffic-induced ground motion and machinery-induced floor 
vibration, the microvibration control performance of the passive platform is always limited 
because of its passive nature and the more stringent microvibration criteria. The passive 
platform also hardly mitigates direct disturbances such as occasional impact forces to the 
platform because the natural frequency of the platform is low and the impact forces will 
induce the platform response around its natural frequency, which can hardly be mitigated by 
the passive platform. Therefore, a hybrid control by coupling active actuators with a passive 
platform for microvibration control of high-tech equipment under normal working condi-
tions is investigated in this section.

The basic components of a hybrid platform that incorporates active actuators to a dou-
ble-layer passive isolation platform are shown in Figure 13.29. Conceptually, the actuator 
is installed on the mounting plate with a friction switch mechanism that can release the 
actuator during an earthquake event to prevent the actuator from damage and to switch the 
platform to a passive mode based on the signals from sensors. Under normal working condi-
tions, the actuator is active and applies control force to the platform through its exciting rod 
connected to the platform according to a given control algorithm.

Consider two ideal cases: the first case is that only direct disturbance exists and the plat-
form response is always zero because of the function of active control; and the second case 
is that only floor motion exists and the platform response is always zero as result of active 
control. Xu and Li (2006) found that when only floor motion is considered, the ideal active 
control force required by the double-layer platform is larger than that required by the single-
layer platform within a relatively low frequency range, but the situation is reversed within a 
relatively large frequency range. Moreover, as compared with the case of floor motion, the 
ideal active control force required by the double-layer hybrid platform against direct distur-
bance is larger within a wide frequency range. This indicates that more control energy may 
be needed for the case of direct disturbance.

Release actuator

Friction switch
mechanism

Actuator
Active control command

Sensor
Sensor

Sensor

No

Yes
Protection?

Controller

Figure 13.29   Configuration of a hybrid platform.
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Since microvibration of high-tech equipment due to traffic-induced ground motion, 
machinery-induced floor motion and direct disturbance covers a wide range of frequency, 
actuators used in a double-layer hybrid platform must possess the capability of high control 
precision within a wide range of frequency. In this regard, the magnetostrictive material 
Terfenol-D, which has proven very effective at room temperature to deliver high control 
precision, is selected to make magnetostrictive actuators, which are then incorporated into 
a double-layer platform to form a double-layer hybrid platform. While magnetostrictive 
actuators can be utilised in linear regimes by maintaining low input levels, the microvibra-
tion control of high-tech equipment may require that they can be driven at high input levels 
where hysteresis and nonlinearities are inherent to actuator dynamics. Hence, it is neces-
sary to design magnetostrictive actuators, which accommodate the material hysteresis and 
nonlinearities. The introduction of magnetostrictive actuators can be found in Chapter 4, 
and the details on the modelling of a magnetostrictive actuator in conjunction with the 
aforementioned double-layer platform to form a double-layer hybrid platform can be found 
in Xu and Li (2006).

13.6.2 Equation of motion of building with hybrid platform

Let us consider a three-story shear building with a double-layer platform installed on its 
first floor. Figure 13.30a shows that the friction switch mechanism is free and the platform 
works as a double-layer passive platform to protect high tech equipment against earthquake-
induced ground motion. Figure 13.30b shows that the friction switch mechanism is locked 
and the platform works as a double-layer hybrid platform with magnetostrictive actuators 
for microvibration control of high-tech equipment against traffic-induced ground motion, 
machinery-induced floor vibration and direct table disturbance under normal working 
conditions.

13.6.2.1 Equation of motion of building with passive platform

In consideration that the performance evaluation of the system against earthquake-induced 
ground motion is based on the absolute acceleration response of the platform, the govern-
ing equation of the motion of the system is established in the absolute coordinate. For the 
building with a double-layer passive isolation platform, as shown in Figure 13.30a, the 
equation of motion of the coupled system under earthquake-induced ground motion can 
be derived as

m3

x3

x2

xp

xb

x1

m2

K3, c3

K2, c2

m1
K1, c1

m3

x3

x2

xp

xb

x1

m2

K3, c3

K2, c2

m1
K1, c1

Inactive actuator  Active actuator  

(a) (b)

Figure 13.30   Three-story building with a double-layer platform: (a) passive platform and (b) hybrid platform.
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where:
 m i  , k i  , c i   are the mass, stiffness coefficient and damping coefficient of the i th 

floor of the building, respectively
 m p  , k s   and c s   stand for the mass, stiffness and damping coefficient of the platform,  

respectively
 m b  , k b   and c b   are the mass, stiffness and damping coefficient of the mounting 

plate,  respectively
 x p   and x b   represent the displacement of platform and mounting plate, 

respectively
 x i   is the absolute displacement of the i th floor of the building
 x g   and �xg are the displacement and velocity of ground motion, respectively

13.6.2.2 Equation of motion of building with hybrid platform

For the building with a hybrid platform as shown in Figure 13.30b, the equation of the 
motion of the system under traffic-induced ground motion, service machinery-induced floor 
vibration and direct table disturbances can be expressed as
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where:
f a    denotes the active control force from magnetostrictive actuators, which is deter-

mined according to a given active control algorithm as will be discussed in the 
next section 

 f floor  denotes the exciting force induced by service machinery and applied on the first 
floor

f p    denotes direct disturbance to the platform

13.6.3 Active control algorithm

The equation of motion of the coupled building-hybrid platform system (see Equation 13.65) 
can be expressed in the state space form:

 �z A z B f E f E f E f= ′ + ′ + + +a p g1 2 3floor   (13.66)

where: 
z  is the state vector of the coupled system that can be expressed as 

{ , , , , , , , , , }x x x x x x x x x xb P b P
T

1 2 3 1 2 3� � � � �
A ′   is the 10  ×  10 state matrix
B ′   is the 10  ×   1 location matrices of control force 
E 1 , E 2  and E 3  are the location matrices of excitations with the dimension of 10  ×  1, 

10  ×  1 and 10  ×  2, respectively, and 
f g   is a vector that can be expressed as { , }x xg g�

From a practical point of view, the full state vector can be rarely measured as a whole. It 
is thus often necessary to replace the full state vector by an incomplete state measurement 
vector. To evaluate microvibration control performance properly, the absolute velocity of the 
platform �xp, the absolute velocity of the mounting plate �xb, the absolute velocity of the first 
floor �x1 and the relative displacement (drift) between the platform and mounting plate are 
selected to form the measurement vector. The relationship between the full state vector and 
the measurement vector y ′  is thus expressed as

 ′ = − −{ } = ′ + ( )y C zx x x x x x x tp b p b p
T

, , , ,1 1� � � ε   (13.67)

where:
C ′   is called the measurement matrix 
ε  (t ) is the measurement noise 

The movement of the actuator can be calculated as x p  –x b  . The inclusion of measurement 
noise is necessary because the response signals are small in the microvibration environment 
and the measurement signals usually have a low signal-to-noise ratio. It is imperative to filter 
the measurement noise properly for a proper active control. In this study, the measurement 
noise ε  (t ) is assumed as a Gaussian white noise with a zero mean. The optimal LQG control 
algorithm is also used in this section to design a controller for the hybrid platform. Similar 
to the procedures mentioned in Section 13.3.2, the optimal feedback control force f a   can be 
expressed as

 f K za c= − { }ˆ   (13.68)
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where: 
 K c   is the optimal feedback gain matrix determined by minimising the performance 

function 
 ẑ is the estimated state vector of the state vector z  from the Kaman filter 

constructed as

 ˆ ˆ ˆ�z A z B f E f E f E f K y y= ′ + ′ + + + + ′ − ′( )a d g f1 2 3floor   (13.69)

 ˆ ˆ′ = ′y C z   (13.70)

where K f   is the Kalman filter gain as mentioned before. After the desired optimal control 
force is obtained from the LQG control algorithm, the inverse compensator technique is 
employed in the controller is to determine the precise input current for the magnetostrictive 
actuator to produce this desired control force (Xu and Li 2006). Figure 13.31 displays a 
block diagram for the active control of coupled building-hybrid platform system.

13.6.4  Experimental investigation of multi-
objective hybrid platform

The numerical investigation shows that the proposed hybrid platform can reduce not only 
the traffic-induced and machinery-induced vibration but also the vibration caused by the 
direct disturbance. For more details refer to Xu and Li (2006). This section focuses on 
the experimental studies to examine the performance of the two-layer hybrid platform for 
the functionality of high-tech equipment against microvibration and for the safety of high-
tech equipment against earthquake. A three-story building model and a hybrid-platform 
model were designed and manufactured. The two-layer hybrid platform was installed on 
the first floor of the building to work as a passive platform aiming to abate the acceleration 
response of the equipment during an earthquake and to function as an actively controlled 
platform, which intends to reduce the velocity response of the equipment under normal 
working conditions. The hybrid platform working as a passive platform was designed in 
such a way that its stiffness and damping ratio could be changed, whereas for the hybrid 

Controller
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actuator

Excitation

Building +
hybrid platform

Inverse
compenstor

fa
LQR

Kalman
filter

Ẑ

z

y

xp–xb

Figure 13.31   A block diagram of an active control system.
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platform functioning as an active platform, a piezoelectric actuator with a sub-optimal 
velocity feedback control algorithm was used. A series of shaking table tests, traffic vibra-
tion tests and impact tests were performed on the building to examine the performance of 
the hybrid platform against both earthquake and microvibration.

13.6.4.1 Experimental arrangement

A three-story building model was designed and manufactured as shown in Figure 13.32. 
The building model consisted of three steel plates and four steel columns. Each plate had a 
rectangular shape of 850 ×   500 mm in plane and a thickness of 25 mm with a mass of 82.9 
kg. Each column of 75 ×   16 mm rectangular cross section was embedded into, and welded 
to, the plates to ensure the rigid joints formed at the connections. The four columns of the 
building model were eventually welded to a thick steel plate that was in turn bolted to a 
shaking table. The cross section of the column was arranged in such a way that the stiff-
ness of the building model in the y-direction was much higher than that in the x-direction. 
Each steel floor could be regarded as a rigid plate in horizontal, which leads to a shear-type 
building model in the x-direction. To properly simulate the inherent energy dissipation 
capacity of a real building, small dashpots were installed between every two floors. The 
geometric and time scales of the building model were assumed to be 0.125 and 0.353, 
respectively.
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Figure 13.32   Configuration of model building.
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A two-layer hybrid platform was manufactured and installed on the first floor of the 
building as shown in Figure 13.32. High-tech equipment is supposed to be installed on 
the top surface of hybrid platform rather than the first floor of the building. Accordingly, 
the control performance of the hybrid platform was assessed by comparing the response 
of its top surface with that of the first floor of the building without control. The two-layer 
platform was formed mainly by three rectangular steel plates with four columns of 0.7 ×   16 
mm rectangular cross section, which were embedded into and fastened by bolts to the three 
plates (see Figure 13.33a). Such an arrangement leads to only shear deformation of the two 
layers in the x-direction.

The bottom layer between the base plate and the middle plate was designed as a passive 
layer, in which two shear type oil dampers and one u-shape leaf spring were installed. Each 
oil damper consisted of a disk as a piston moving in a container filled with silicone oil (see 
Figure 13.33e). The stiffness of the passive layer was regulated by the u-shape leaf spring 
(see Figure 13.33d). One end of the u-shape leaf spring was fixed to the middle plate and 
the other was fixed to the base plate. By adjusting the effective length of the leaf spring, the 
stiffness of the passive layer could be changed within a wide range.

The top layer between the middle plate and the top plate was designed as an active layer. 
A flexitensional piezoelectric actuator (FPA) (model FPA-850) developed by the Dynamic 
Structures and Materials, LLC (DSM) was installed in the active layer, as shown in 
Figure 13.33b. With the input voltage from −30 to +150 V, the FPA provides a bi-directional 
stroke of 850  μ m and an ultimate blocking force of 330 N. A specialised linear piezoelectric 
actuator (LPA) amplifier, which was part of an actuating system developed by DSM, was 
used with the FPA. The LPA accepted a command voltage signal from −1.5 to 7.5 V, which 
is an input via a Bayonet Neill–Concelman (BNC) connector on its front panel, and subse-
quently the LPA output an amplified voltage of −30 to 150 V to the FPA.

Here, the two-layer hybrid platform was designed to work as a passive platform aim-
ing to abate acceleration of high-tech equipment during an earthquake and to function as 
an actively controlled platform, which intends to reduce velocity of high-tech equipment 
under normal working conditions. To fulfil this task, an electromagnetic mechanism was 
installed in the passive layer as a switch to lock the middle plate to the base plate under 
normal working conditions so that only the active layer functions against microvibration. 
There was another electromagnetic mechanism installed in the active layer as an actuator 
protector to lock the middle plate to the top plate when an earthquake occurs. Since the 
electromagnetic mechanism in the passive layer does not function and the active layer will 
be locked for an earthquake event, the hybrid platform becomes a purely passive platform 
against earthquake.

The details of the switch in the passive layer can be seen in Figure 13.33b. There are two 
blocks made of ferromagnetic alloy, each of which is appended to one free end of a beam. 
The beam is made of a silicon steel sheet of 0.5  ×  40 mm rectangular cross section, and the 
middle part of the beam is bolted to the middle plate. Two electromagnets are mounted to 
the base plate just underneath the two ferromagnetic blocks with a gap of 1 mm between the 
ferromagnetic block and the electromagnet. Under normal working conditions, the electro-
magnet will be electrified and the ferromagnetic block will then be attached to the electro-
magnet without any gap. Since the stiffness of the beam in the x-direction is very large, the 
passive layer can be considered to be locked completely in the horizontal direction. Under 
an earthquake event, the electric supply to the electromagnets will be turned off and the fer-
romagnetic blocks will be disconnected from the electromagnets. The hybrid platform then 
becomes a passive platform.

The details of the actuator protector in the active layer can be seen in Figure 13.33c. Two 
electromagnets are fixed to the top plate. Two ferromagnetic blocks are appended to the 
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Figure 13.33   Configuration of hybrid platform: (a) schematic diagram (unit: mm), (b) details of actuator 
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free ends of a beam made of a silicon steel sheet. The middle part of the beam is bolted to 
the top plate. There are two permanent magnets fixed on the middle plate just underneath 
the two ferromagnetic blocks. Under normal working conditions, the ferromagnetic blocks 
are attached to the electromagnets when electrified. The top plate and the middle plate are 
thus connected by the four columns and the actuator only. The hybrid platform becomes an 
active platform against microvibration. When an earthquake occurs, the electric supply to 
the electromagnets is turned off. The ferromagnetic blocks are pulled down by the perma-
nent magnets, and consequently the ferromagnetic blocks are locked to the middle plate by 
the pins: the top plate and the middle plate are firmly connected to each other and the hybrid 
platform becomes a passive platform. In this way, the actuator can be protected against 
overload due to seismic excitation.

In this experimental investigation, if the measured acceleration of the first floor of the 
building is less than 0.1 g, where g is the acceleration due to gravity in metres per second 
squared (m/s2 ), the computer will send a command to switch on the electromagnets in the 
two layers to turn the hybrid platform into the active platform. Otherwise, the electromag-
nets will be switched off and the hybrid platform becomes a passive platform. The complete 
experimental setup can be seen in Figure 13.32. A flowchart of hybrid control can be seen 
in Figure 13.34.

13.6.4.2 Instrumentation

Three KYOWA ASQ-1BL accelerometers (KYOWA Electronic Instruments Co. Ltd) were 
installed on the shaking table, the first floor of the building and the top surface of the plat-
form, respectively (see Figure 13.32) to measure their accelerations. Two Keyence LK-503 
laser displacement transducers of high sensitivity were used to measure the absolute displace-
ment responses of the top plate of the platform and the first floor of the building to obtain 
the horizontal drift of the platform in the case of earthquake excitation. The velocity of the 
platform was obtained by integrating the measured acceleration time history of the platform 
with time on line. To eliminate the shift of velocity time history during the integration, a 
high-pass filter was applied to the acceleration time history before the integration. A dSPACE 
real-time system was used as the data acquisition and control signal generation system. The 
hybrid control of the platform in this experiment was realised by using the dSPACE system 
together with the MATLAB/Simulink program on the host computer via RTI.

Passive platform

Cut off electricity:
Turn off switch

Turn on  actuator protector
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No Supply electricity:
Turn on switch

Active platform

Acc. of platform

Integrator

Vel. of platform
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Acc. of the 1st floor

Figure 13.34   Flowchart of hybrid control system.
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The experimental investigation on the performance of the hybrid platform against an 
earthquake was carried out on a shaking table housed in the Structural Dynamics Laboratory 
of The Hong Kong Polytechnic University. Three well-known earthquake records were cho-
sen: the El Centro NS (1940, peak ground acceleration [PGA] = 3.417 m/s2 ), the Northridge 
NS (1994, PGA = 8.267 m/s2 ) and the Hachinohe NS (1968, PGA = 2.250 m/s2 ). They were 
compressed in time by a factor of 0.353 with the duration of 23 s for El-Centro, 30 s for 
Northridge, and 14 s for Hachinohe. The peak accelerations of the three records all were 
scaled to the same value of 1.5 m/s2 .

The experimental investigation on the performance of the hybrid platform against micro-
vibration was carried out under traffic-induced ground motion, without the operation of 
the shaking table. The ground motion was mainly caused by vehicles running on the Hong 
Chong Road, which is very close to the laboratory. This experimental investigation also 
considered the direct disturbance caused by production-related activities in the form of a 
suddenly applied load on the active platform. An instrumental hammer was used to impact 
the active platform with and without active control to assess the performance of the hybrid 
platform for microvibration control of high-tech equipment.

13.6.4.3 System identification

To have a better understanding of the performance of both the building and hybrid plat-
form under various excitations and to establish analytical models for simulation in parallel 
to the experiment, the system identification was carried out on the building and the hybrid 
platform.

The weights of the building components were directly measured as 100.7, 100.7 and 
91.8 kg for the first, second and third floor, respectively. The natural frequencies, mode 
shapes and modal damping ratios of the building model without the platform were experi-
mentally identified first by hammer test. Then, the stiffness and damping matrices of the 
building were identified and given as
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When the hybrid platform was used as a passive platform, the mass of the fixed part of 
the passive platform, which was composed of the mass of the base plate of the platform, 
the masses of the electromagnets and the accessories in the passive layer, was measured as 
21.1 kg and added to the mass of the first building floor. The mass of the kinetic part of the 
passive platform, containing the masses of the cover sheet, top plate and middle plate of the 
platform and the accessories, was measured as 52.1 kg. The stiffness of the passive platform 
without the u-shape leaf spring was found to be 8501 N/m. Through the calibration, it was 
found that the total stiffness of the passive platform could vary from 8501 N/m without 
the u-shape leaf spring to 51912 N/m with the spring effective length of 25 mm. It was also 
found that the natural frequency of the passive platform could vary from 2.03 to 5.02 Hz, 
correspondingly. By selecting the proper viscosity of the silicon oil and adjusting the gap of 
the damper, a series of damping coefficient and damping ratio of the passive platform was 
obtained through free vibration tests of the platform. It was found that the damping ratio of 
the passive platform could vary from 0.7% to 78.2%, approximately.
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When the hybrid platform was used as an active platform against microvibration, the 
mass of the fixed part of the active platform, including the masses of the base plate, the 
middle plate and the accessories of the passive layer, was measured as 40.2 kg and added 
to the first floor of the building. The mass of the kinetic part of the active platform that 
consisted of the masses of the cover sheet and top plate of the platform and the accessories 
(e.g. accelerometer and electromagnets), was measured as 33.1 kg. The stiffness of the active 
platform comprising the stiffness of the four columns and the actuator was measured as 
5.53  ×  105  N/m. The damping ratio of the platform was measured as 1.1% through free 
vibration test. The damping coefficient of the active platform was determined as 90.1 N· s/m.

13.6.4.4 Experimental results: Seismic response control

In the case of earthquake excitation, the hybrid platform works as a passive platform. It was 
found that the platform damping does not affect the peak acceleration of the first building 
floor (Xu et al. 2008). The peak drift of the platform decreases with increasing platform 
damping. However, there is an optimal platform damping, by which the peak acceleration of 
the platform is the smallest. The optimal platform damping is about 306.8 N· s/m in this study.

For a given optimal damping of 306.8 N.s/m of the platform, the acceleration responses of 
both the first building floor and the platform, as well as the drift of the platform, were then 
measured for different platform stiffness and earthquake excitations. It was found that the 
peak acceleration of the platform increases with the increase of platform stiffness. However, the 
variations of the peak acceleration of the first building floor and the peak drift of the platform 
with the platform stiffness are not monotonic. They depend on the frequency components of 
the earthquake and the natural frequency of the platform. Because the seismic response control 
concerns the peak acceleration of the platform, the smallest stiffness of the platform of 8501 
N/m was used as the optimal value to obtain the smallest peak acceleration of the platform.

Based on the time history of the acceleration response of the platform with the optimal 
damping (306.8 N· s/m) and stiffness (8501 N/m) of the platform for the building under 
the El-Centro earthquake, the experimental and simulated peak accelerations of the plat-
form were found to be 1.07 and 0.91 m/s2 , respectively. The experimental and simulated 
peak accelerations of the first floor of the building under the El-Centro earthquake with-
out passive control were obtained as 5.89 and 5.47 m/s2 , respectively. In view of fact that 
without the platform, high-tech equipment will be installed on the first floor of the build-
ing, the experimental and simulated peak acceleration reductions of high-tech equipment 
subject to the El-Centro earthquake with the passive platform were 82% and 83%, respec-
tively. Similar observations were also made for the building subject to the Northridge and 
Hachinohe earthquakes, which can be seen from the results listed in Table 13.7.

13.6.4.5 Experimental results: Microvibration control

In the case of microvibration, the hybrid platform is designed to function as an actively 
controlled platform to reduce mainly the velocity response of high-tech equipment under 
normal working condition. To have a good understanding of the control performance of 

Table 13.7   Comparison of platform peak acceleration (m/s2 )

El-Centro Hechinohe Northridge 

With inactive platform 5.89 (5.47) 5.90 (5.65) 4.68 (4.89)
Passive platform with optimal stiffness and damping 1.07 (0.91) 1.20 (1.31) 0.80 (0.61)
Note : The number in brackets is from simulation.
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the active platform against microvibration, the frequency response functions (FRFs) of the 
absolute velocity of the platform to the force acting on the first building floor were measured 
and computed with and without active control. The Fourier transform was performed over 
both the time history of the velocity response of the platform and the measured force time 
history to obtain the magnitude and phase of the FRF. Both the experimental and simula-
tion results with and without active control are plotted in Figure 13.35. It can be seen that 
without active control there are four peaks in the FRF, which correspond to the four natural 
frequencies of the building–platform system. The magnitude of the FRF at the second natu-
ral frequency is the largest among the four peaks. With active control, the magnitudes of 
the FRF at the second, third and fourth natural frequencies are almost reduced to zero. The 
magnitude of the FRF at the first natural frequency is also reduced by 70%, approximately. 
The magnitudes of the FRF with and without active control shown in Figure 13.35 indicate 
the effectiveness of the active platform.

Both the laboratory measurements and the computer simulations were carried out on the 
building with the active platform under the traffic-induced ground motion. The active con-
trol system was not actuated until the first 20 s. The recorded and simulated time histories 
of the velocity response of the platform are depicted in Figures 13.36a,b. The simulation 
results match the measurement results well. It can be seen that with the active control, the 
platform velocity is reduced significantly. The measured peak velocity of the platform with-
out active control is about 516  μ m/s. With the active control, the measured peak velocity 
of the platform is only 101  μ m/s, a reduction of 80%. The recorded time history of velocity 
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Figure 13.35   Frequency response functions of platform: (a) magnitude and (b) phase.
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response of the first building floor is plotted in Figure 13.36c. The peak velocity of the first 
building floor is 330  μ m/s without active control and 106  μ m/s with active control. Clearly, 
the active platform reduces not only the platform velocity but also the velocity response of 
the first building floor. The time history of active control force is plotted in Figure 13.36d. 
The maximum control force is less than 0.9 N. The requirement of only small control force 
against microvibration enhances the feasibility of hybrid platform in practical use.

The time histories of velocity responses as already discussed, are also converted to a one-
third octave band velocity spectra in dB referenced to 1  μ m/s to investigate vibration energy 
distribution over the frequency. No attempt is made to compare spectra with the currently 
used microvibration criteria because of scaling issues. The velocity spectra of the platform 
from experiment and simulation are shown in Figure 13.37a for the case without control 
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and in Figure 13.37b for the case with control. It can be seen that the traffic-induced vibra-
tion energy distributes over a wide frequency range. With active control, the velocity level of 
the platform is reduced significantly. The velocity level in the frequency band around 8 Hz 
is reduced by approximately 86% and the velocity level in the frequency band around 20 Hz 
is reduced by approximately 93%. The velocity spectra of the first building floor with and 
without active control were also obtained from the experiment. It was found that the active 
platform also reduced the velocity level of the first building floor over a wide frequency 
range. Further comparison was made in terms of the velocity spectrum of the platform with 
active control and the velocity spectrum of the first building floor with the inactive platform. 
It was found that the velocity level in the frequency band around 8 Hz was reduced by 80%, 
and the velocity level in the frequency band around 20 Hz was reduced by 76%.

To investigate the control performance of the active platform against the direct distur-
bance caused by production-related activities in the form of a suddenly applied load, an 
instrumental hammer was used to impact the active platform with and without control. The 
time histories of the measured and simulated velocity response of the platform under the 
unit impact force are shown in Figure 13.38a without active control and in Figure 13.38b 
with active control. By comparing Figure 13.38a with Figure 13.38b, one may see that the 
active platform is very effective in reducing velocity response of high-tech equipment due to 
direct disturbance on the platform.

NOTATION

e k   The slip deformation of the k th friction damper
ek  The previously cumulated slip deformation of the k th damper
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Figure 13.38   Velocity response of platform under impact force: (a) without control and (b) with control.
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E  The index vector with all its elements equal to 1
f dk  (t ) The semi-active friction force provided by the k th variable friction 

damper in its slipping state
gk

1
, gk

2
 The positive gain coefficients in VRF controller for the slip x tk

rel( ) and the 
slip rate �x tk

rel( ), respectively, of the k th variable friction damper
H  The matrix denoting the location of control devices
H j  (ω ) Frequency response function for the j th mode
k dk   The spring stiffness of the k th variable friction damper if it is in sticking 

state
K c   The optimal control gain matrix
K f   The estimator gain matrix in KF algorithm
m b  , k b  , c b   The mass, stiffness and damping coefficient of the mounting plate, 

respectively
m p  , k s  , c s   The mass, stiffness and damping coefficient of the platform, respectively
μ   A proportional coefficient in the weighting matrix Q 
M , C , K  The mass, damping and stiffness matrices of structure, respectively
N  A total of DOFs of two adjacent buildings 
N k  (t ) The clamping force 
N m   The number of sensors 
Nk

max  The maximum clamping force
N 1 , N 2  The number of DOFs of Building 1 and Building 2, respectively
p km   The pseudo response
q( )t  The system state
ˆ ( )q t  The system state estimate generated by KF technique

Q , R  The weighting matrices in the LQG algorithms associated with system 
states and control forces, respectively

S wv   The spectral density matrix of both the ground excitation and the mea-
surement noise

Sx xg g�� ��  The ground acceleration spectrum
S v   The intensity of noise
u (t ) Control force vector
v (t ) The measurement noise vector of N m   dimension
w (t ) Zero-mean Gaussian white noise with intensity S 0 
�xk

rel  The relative velocity between the two buildings
x tk

rel( )  The relative displacement between the two buildings at the floor where 
the k th damper is mounted

x (t ) The vector of relative displacement response with respect to the 
ground

x tg( ), �x tg( ), ��x tg( )  The ground displacement, velocity and acceleration, respectively
x p  , x b   The displacement of platform and mounting plate, respectively
y (t ) The observation vectors 
ẑ  The estimated state vector of the state vector z  from KF technique
Z  The state vector of the coupled system
α kmj  , β kmj   The coefficients for the determination of pseudo displacement, velocity 

or acceleration response
βk

1 The positive control gain in MHF controller
βk

2
 The velocity control gain in MHF controller

γk
2
 The velocity control gain in NSF controller
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Γ( )t  The state of the seismic excitation model
λ  Eigenvalue
µ   ′  Dynamic friction coefficient 
σpkm

2
 The variance response of p ki   under the k th pseudo-excitation

φ   Eigenvector
Φ   Modal matrix
ω g , ξ g , S 0  The characteristics and the intensity of an earthquake in a particular 

geological location
ω j  , ω dj  , ξ j   The modal frequency, the damped modal frequency and the modal 

damping ratio, associated with mode j , respectively
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Chapter 14

Synthesis of structural health 
monitoring and vibration control 
in the frequency domain

14.1 PREVIEW

Structural vibration control technologies have been developed for civil structures to reduce 
excessive vibrations caused by strong winds, severe earthquakes or other disturbances, as 
introduced in Chapter 13. Structural health monitoring technologies have been developed 
for civil structures to identify their dynamic characteristics and parameters (system iden-
tification ) and to detect their possible damage (damage detection ). System identification 
can be defined as the process of developing or improving the mathematical model of a 
physical system using measurement data, as discussed in Chapter 7. Structural damage 
can be defined as changes in structural parameters which adversely affect the current or 
future performance of the structure, whereas structural damage detection aims to find 
such changes in the structure using measurement data, as shown in Chapter 12. Although 
vibration control systems and health monitoring systems both require the use of sensors, 
data acquisition and signal transmission for their implementation, the areas of structural 
vibration control and health monitoring have generally been treated separately accord-
ing to their respective primary objectives. This separate approach is neither practical nor 
cost-effective if structures require both a vibration control system and a health monitor-
ing system. This approach is also unsuitable for creating smart civil structures with their 
own sensors (nervous systems), processors (brain systems) and actuators (muscular sys-
tems), thus mimicking biological systems. In this regard, this chapter gives a brief review 
of current research on the synthesis of structural health monitoring and vibration control. 
The concept of an integrated system using semi-active friction dampers is first introduced. 
This chapter then presents an integrated procedure for the health monitoring and vibra-
tion control of building structures using semi-active friction dampers in the frequency 
domain. In the integrated procedure, a model updating scheme is first presented based on 
adding known stiffness using semi-active friction dampers to obtain the variations of the 
frequency response functions (FRFs) of a building between the two states and to identify 
its structural parameters. By using updated system matrices, the chapter then investigates 
the control performance of semi-active friction dampers using local feedback control with 
a Kalman filter for a building subjected to earthquake excitation. A damage detection 
scheme based on adding known stiffness by semi-active friction dampers is proposed and 
used for damage detection by assuming that the building suffers certain damage after an 
extreme event or long-term service and by using the previously identified original structural 
parameters. The feasibility and accuracy of the proposed integrated procedure are finally 
demonstrated through detailed numerical and experimental studies.
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14.2  CURRENT RESEARCH IN THE SYNTHESIS OF STRUCTURAL 
HEALTH MONITORING AND VIBRATION CONTROL

Substantial efforts have been made in the development of smart structures that synthesise 
both vibration control and health monitoring. A number of comprehensive reviews are avail-
able; however, they are mainly in the fields of mechanical and aerospace engineering (e.g. 
Rao and Sunar 1994; Chopra 2002; Hurlebausa and Gaul 2006). For civil structures, many 
challenges exist for the implementation of such an integrated system in reality, such as the 
large size and complexity of structural systems, uncertainties in modelling, measurement 
errors and the large control forces required. Therefore, although the concept of an inte-
grated system is compelling, the research and development of this kind of system is limited 
in civil engineering. This section provides a brief introduction to current research on the 
synthesis of structural health monitoring and vibration control of civil structures in both 
frequency domain and time domain.

In the frequency domain, the whole or partial time histories of structural responses 
are generally required for the extraction of modal properties for the purpose of system 
identification and damage detection. Thus, the implementation of the integrated system in 
the frequency domain is basically not in real time, which can be viewed as a major short-
coming of the frequency domain approach. However, it is worth noting that the identified 
structural parameters can provide a better foundation for the follow-up control action and 
that the control performance will be more effective if the updated parameters are used. 
Based on variations in the natural frequencies and mode shapes, Chen and Xu (2008) and 
Xu and Chen (2008) proposed and numerically investigated an integrated vibration con-
trol and health monitoring system using semi-active friction dampers to fulfil the model 
updating, seismic response control and damage detection of building structures. More 
recently, on the basis of FRFs, an integrated method for the system identification and 
damage detection of controlled buildings equipped with semi-active friction dampers was 
proposed by Huang et al. (2012) and experimentally validated via a complex building 
structure with a 12-story main building and a 3-story podium structure (Xu et al. 2014). 
The details of the frequency domain integrated system will be given in the following sec-
tions of this chapter.

Compared with the frequency domain integrated approach, more attention has been 
paid to the development of the time domain integrated approach mainly due to the 
integrated system in the time domain being able to act on-line. During an event, in an 
ideal time domain integrated approach, the structural parameters should be accurately 
estimated and immediately employed for the determination of optimal control force on 
one hand, and the measured control force should be used to improve the identification 
accuracy on the other hand. In this regard, the health monitoring system and vibration 
control system are tightly interconnected and interact to make the whole system self-
diagnose and self-adapt in an effective manner. Some attempts have been made to realise 
this kind of smart civil structure. For example, on the basis of a direct adaptive control 
algorithm, Gattulli and Romeo (2000) proposed an integrated procedure for both the 
vibration suppression and health monitoring of multi-degree-of-freedom (MDOF) shear-
type building structures. Chen et al. (2008) proposed a general time domain approach 
to the integration of the vibration control and health monitoring of building structures 
accommodating various types of control devices and on-line damage detection. More 
recently, Ding and Law (2011) proposed a method for integrating structural control and 
evaluation into large-scale structural systems. The control system was implemented with 
linear quadratic Gaussian (LQG) and pseudo-negative stiffness (PNS) controls for the 
vibration mitigation of building structures, whereas in the structural evaluation system, 
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a modified adaptive regularisation method was developed based on model updating tech-
niques with the aim of providing updated structural parameters for the control system. 
Lin et al. (2012) proposed a hybrid health monitoring system linked to an adaptive struc-
tural control algorithm to improve control performance; this was verified via a three-
story steel frame structure with a damaged column and a damaged joint. Karami and 
Amini (2012) proposed an algorithm including integrated on-line health monitoring and 
a semi-active control strategy for reducing both the damage to and seismic response of 
the main structure caused by strong seismic disturbance. Lei et al. (2013) proposed an 
integrated algorithm for the decentralised structural control of shear-type tall buildings 
and for the identification of unknown earthquake-induced ground motion. Based on the 
extended Kalman filter and error tracking techniques, an on-line integration technique 
was also proposed by Lei et al. (2014) for the health monitoring and active optimal 
vibration control of the undamaged/damaged structures. He et al. (2014) proposed a 
time domain integrated vibration control and health monitoring approach for the simul-
taneous vibration mitigation and damage detection of building structures without prior 
knowledge of external excitations. An integrated semi-active control and damage detec-
tion system was considered by Amini et al. (2015) to locate and characterise the damage 
in base-isolated structures and to mitigate base displacements under the effects of seismic 
excitation. On the basis of recursive least-square estimation, Xu et al. (2015) proposed a 
real-time integrated procedure for accurately identifying time-varying structural param-
eters and unknown excitations, as well as optimally mitigating excessive vibration in a 
building structure. Although the effectiveness of most integrated methodologies has been 
examined through numerical examples, several experimental investigations exploring the 
possibility of establishing such a smart civil structure can also be found. For example, 
a new real-time tuning algorithm that is able to identify the instantaneous frequency 
of linear time-varying systems and tune smart mass dampers for vibration attenuation 
were developed and experimentally investigated by Nagarajaiah (2009). By using a model 
reference adaptive control algorithm, a hybrid real-time health monitoring and control 
system for building structures during earthquakes was presented by Yang et al. (2014) 
and experimentally validated using a three-story aluminium frame structure. Moreover, 
by employing magnetorheological (MR) dampers, an experimental investigation of an 
integrated smart building structure subject to seismic excitations was conducted by 
He et al. (2016), details of which can be found in Chapter 15.

In this chapter, the synthesis method for the structural health monitoring and vibration 
control of building structures in the frequency domain in terms of FRFs (Huang et  al. 
2012; Xu et al. 2014) will be presented in detail. Integrated smart civil structures with 
synthesised health monitoring and vibration control in the time domain will be given in 
Chapter 15.

14.3  INTEGRATED PROCEDURE USING SEMI-ACTIVE FRICTION 
DAMPERS

This section presents an integrated procedure for the health monitoring and vibration con-
trol of building structures equipped with semi-active friction dampers to accomplish sys-
tem identification and model updating, seismic response mitigation and damage detection 
systematically.

The first task is to update the stiffness matrix of a building and identify the stiffness 
parameters of its structural members based on the variations of FRFs between the two states 
of the building. The two states are created by adding known stiffness using semi-active 
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friction dampers: (1) the original building without any additional stiffness (the clamping 
force is set at zero) and (2) the original building with additional stiffness (the damper is in a 
sticking state). This model updating scheme can avoid some of the shortcomings of current 
methods that require the measured modal matrix to be properly normalised with respect to 
the actual mass and stiffness matrices, which are not known a priori and fail to preserve the 
physical connectivity of the system. The updated system matrices and structural parameters 
facilitate the implementation of structural vibration control and provide a reference state for 
subsequent damage detection.

The second task is to present a local feedback control algorithm with a steady-state 
Kalman filter for the building with semi-active friction dampers subjected to an earthquake 
excitation. The primary purpose of implementing local feedback control is to involve mini-
mal feedback signals to achieve a reliable and economical control design. The use of a 
steady-state Kalman filter makes it possible to use the accelerometers as sensors for both 
health monitoring and vibration control, leading to a common sensory system and a com-
mon data acquisition and transmission system. However, the localised feedback signal limits 
the capability of providing a full picture of the vibration level of the entire building. Thus, 
there is a need to investigate the effectiveness of local feedback control in comparison with 
the global feedback control counterpart. It is noted that the vibration control here is per-
formed on a building with updated stiffness matrix and structural parameters, which are 
imperative for achieving the desirable control performance.

The final task is to apply the proposed model updating scheme to a damaged building to 
identify its structural parameters based on the variations of the FRFs between the two states 
of the building. The two states of the damaged building are created by adding known stiff-
ness using semi-active friction dampers: (1) the damaged building without any additional 
stiffness (the clamping force is set at zero) and (2) the damaged building with additional 
stiffness (the damper is in a sticking state). By comparing these parameters with those of the 
undamaged structure, the location and severity of the structural damage can be determined. 
Figure 14.1 shows a schematic diagram for the proposed integrated health monitoring and 
vibration control system for a shear building. The details of each task are introduced in the 
subsequent sections.

mj

mj–1
uiqj

u1

mn

m1

k1

kj

kj–1

kn

System identification

Original parameters
and system matrices

Control algorithm

Control device

Vibration control

Damage parameters

Damage detectionxg
‥

Data transmission

Sensory system

Data acquisition Damaged buildingOriginal building

System identification

Friction damper

Figure 14.1   Integrated health monitoring and vibration control system.
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14.4 SYSTEM IDENTIFICATION AND MODEL UPDATING

14.4.1 Equation of motion

The second-order differential equation of the motion of a building structure with n  DOFs 
can be given as

 MX CX KX f�� �( ) ( ) ( ) ( )t t t t+ + =  (14.1)

where:
M , C  and K    are the mass, damping and stiffness matrices of the building struc-

ture, respectively
 Ẍ  (t ), Ẍ  (t ) and X (t )  are the structural acceleration, velocity and displacement response 

vectors, respectively
f (t )    is the applied force vector

If the applied force is harmonic with frequency ω , one may define f (t ) = F (ω )ej  ω  t  , where 
F (ω ) is the force amplitude vector in the frequency domain and j  is the imaginary unit. The 
displacement response of the structure can then be expressed as X (t ) = X (ω )ej  ω  t  , where X (ω ) 
is the displacement response amplitude vector of the building structure in the frequency 
domain. Given that the commonly used sensors in practice to measure structural responses 
are accelerometers, the FRF of acceleration rather than the FRF of displacement is consid-
ered. In this regard, Equation 14.1 becomes
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or

 
��X H F( ) ( ) ( )ω ω ω=  (14.3)

where Ẍ  (ω ) is the acceleration response amplitude vector in the frequency domain. H (ω ) is 
the FRF matrix of acceleration, defined as
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(14.4)

Assume that the structural damping follows the Rayleigh damping, which can be expressed 
as C  =  α M  +  β K , where α  and β  are the coefficients of the first-order and the second-order 
damping ratios, respectively. Equation 14.4 can then be written as

 ( ) ( ) ( ) ( )1 2 2+ = − + −j jωβ ω ω ω ωα ωKH I MH  (14.5)

where I  denotes the identity matrix.

14.4.2 FRF-based method with full excitation

For the sake of explanation, let us consider a shear-type building with external excitations 
applied at all the floors (full excitation), as shown in Figure 14.2. The additional stiffness 
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matrix contributed by the semi-active friction dampers that are installed in the building 
together with the brace systems is denoted as K a  . To obtain the elements in the i th column 
of the FRF matrix H (ω ) in Equation 14.5 from a series of measurements, simply apply a 
harmonic excitation horizontally to the i th floor, record the acceleration responses at all 
the floors and then use Equation 14.3 to obtain the elements. The first state we consider 
is that all the clamping forces in the dampers are set at zero so that there is no additional 
stiffness in the original building. Denote the FRF matrix of the original building as H o  , 
the frequency of the applied excitations as ω o  , and the coefficients of the Rayleigh damp-
ing as α o   and β o  , where the subscript o  refers to the original building. Equation 14.5 can 
then be written as

 ( ) ( ) ( ) ( )1 2 2+ = − + −j jω β ω ω ω ω α ωo o o o o o o o o oKH I MH  (14.6)

The second state to be considered is that all semi-active friction dampers are set in a 
sticking state so as to produce an additional stiffness matrix K a  . Denote the FRF matrix of 
the added-stiffness building as H a  , the frequency of the applied excitations as ω a   and the 
coefficients of the Rayleigh damping as α a   and β a  , where the subscript a  refers to the added-
stiffness building. Applying Equation 14.5 yields

 ( )( ) ( ) ( ) ( )1 2 2+ + = − + −j jω β ω ω ω ω α ωa a a a a a a a a a aK K H I MH  (14.7)

Eliminating the unknown mass matrix M  in Equations 14.6 and 14.7 yields

 H KH So
T

o a a( ) ( )ω ω =  (14.8)
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Figure 14.2    Example shear-building with semi-active friction dampers.
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where:
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According to Equation 14.9, the matrix S  can be determined by the known additional 
stiffness matrix K a  , the FRF matrix H o   of the original building and the FRF matrix H a   of 
the added-stiffness building. Then, in order to find the stiffness matrix K  of the original 
building in Equation 14.8 without inverting the FRF matrices, which may cause ill-posed 
problems, Equation 14.8 is rewritten so that K  appears as an unknown column vector k  as 
follows:

 Ak b=  (14.10)

where:

 A H H= ⊗a
T

a o
T

o( ) ( )ω ω  (14.11)

 b S= vec( )  (14.12)

 k K= =vec( ) [ ]k k k k k k k k kn n n n nn
T

11 21 1 12 22 2 1 2� � � �  (14.13)

where the symbol ⊗  denotes the Kronecker product. The symbol ‘vec’ means an operation 
to arrange the matrix to a column vector, which can be realised conveniently by the function 
RESHAPE in MATLAB. For the shear building considered in this study, the stiffness matrix 
is tri-diagonal (kij  = 0 (abs (i  − j ) >  1)); it is also a symmetric matrix with many zero elements 
due to the connectivity of structural members. The sparsity of information shall be taken as 
a constraint condition of the updated stiffness matrix. Mathematically, this can be achieved 
by eliminating all of the known zero elements from the vector k  and by deleting all of the 
corresponding columns in the matrix A . By doing this, Equation 14.10 can be simplified as

 A k be e =  (14.14)

where:

 
ke

ij nn
Tk k k k i j= − ≤[ ] ( ( ) )11 21 1� � abs

 (14.15)

A e   is obtained from A  by deleting all the columns that multiply by k ij   = 0 (abs(i  – j ) >  1). In 
this way, the vector k  of size n 2  ×   1 is reduced to k e   of size (3n   – 2)  ×  1. Note that the iden-
tified results from Equation 14.14 are the elements of the stiffness matrix rather than the 
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structural parameters. Thus, the identified results from Equation 14.14 cannot be directly 
used for damage detection. In this regard, a transformation matrix is introduced to over-
come the problem. For an n -story shear building, the number of unknown horizontal story 
stiffness coefficients is n , whereas the number of nonzero elements in the stiffness matrix is 
(3n  – 2). The relationship between the horizontal story stiffness coefficients k i   (i  = 1, 2,… , 
n ) and the elements of the stiffness matrix can be established as

 k Tke s=  (14.16)

where the vector k s   = [k 1 , k 2 ,… , k n  ]T   is the horizontal story stiffness coefficient vector of 
the original building. The matrix T  is the transformation matrix of size (3n  – 2)  ×  n . The 
substitution of Equation 14.16 with Equation 14.14 yields the identification equation as

 ( )A T k be s =  (14.17)

Note that the elements of the FRF matrix H (ω o  ) and H (ω a  ) are the function of frequen-
cies ω o   and ω a  , respectively. To identify the horizontal story stiffness coefficients using 
Equation 14.17, particular frequency points shall be chosen, but there are infinite frequency 
points  ω o   and ω a   to be selected. This allows for great flexibility and high-quality identifica-
tion. Nevertheless, if the excitation frequency is far away from the natural frequency of the 
building, the values of the elements in the FRF matrix will be too small to be properly used 
for parameter identification. It is also difficult in practice to excite the building with very 
high frequencies. Therefore, it is better to select excitation frequencies close to the first few 
natural frequencies of the building; however, they should not be the same as the natural 
frequencies because the resonance is sensitive to structural damping, which is of high uncer-
tainty in practice. Let us assume that d  excitation frequencies are selected to identify the 
stiffness coefficients. We then have d  equations in the form of Equation 14.17. The combina-
tion of these d  equations yields

 A k bf
s

f=  (14.18)

where:

 
A A T A T A Tf

e e
d
e= { , , , }1 2 …  

 (14.19)

 b b b bf d= { , , , }1 2 …  
(14.20)

Equation 14.18 yields an overdetermined problem, which can be solved by the least-square 
optimisation method to find the vector k s   = [k 1 , k 2 , … , k n  ]T . Figure 14.3 shows a flowchart 
of the proposed system identification and model updating method using the variations of the 
FRFs with full excitation.

14.4.3 FRF-based method with single excitation

The system identification and model updating methods using Equation 14.18 require all 
the FRFs of the building to be measured, which is usually difficult to be implemented 
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in practice. To overcome this problem, model updating using single excitation is pro-
posed herein. Let us consider only one excitation acting on the j th floor with a varying 
excitation frequency. Recording the responses at all the floors and using Equation 14.3 
yield the j th column of the FRF H (ω ). Extracting the j th column from both sides of 
Equation 14.5 yields
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set at zero

Single building system

Provide additional
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Dampers are
in a sticking state

Damper state?

Integrated building and
brace system

FRFs of original building
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(fast Fourier transform)
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Figure 14.3    Flowchart of the FRF-based method for system identification and model updating.
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( ) ( ) ( ) ( )1 2 2+ = − + −j jωβ ω ω ω ωα ωKH I MHj j

T
j  (14.21)

where H j   denotes the j th column of the FRF matrix and I j

j n j

=
− −
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1

�
���
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.
Transposing Equation 14.21 and considering that both K  and M  are symmetric matrices, 

one can obtain

 
( ) ( ) ( ) ( )1 2 2+ = − + −j jωβ ω ω ω ωα ωH K I H Mj

T
j j

T

 (14.22)

Given that H j  (ω ) is the function of the excitation frequency, one can use s  different excita-
tion frequencies. As a result, one may obtain the following equation (ω i   for i  = 1, 2, … , s ):
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This equation can also be written in the following form:

 W H K WI W H Mβ αs j s= − +  (14.24)

where
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Let us use a swept-sine force to excite the building structure at the j th floor to obtain two 
sets of FRFs: (1) all clamping forces in semi-active friction dampers are set to zero so that 
there is no any added stiffness to the building; (2) all semi-active friction dampers are set to 
be in a sticking state so that there is an added stiffness matrix K a   to the building. Select s  
different excitation frequencies and denote them as ω oi   and ω ai   for the original building and 
the added-stiffness building, respectively, where i  = 1, 2,… , s . The application of Equation 
14.24 then leads to

 
W H K W I W H Mβ αo so o j o so= − +

 (14.25)

 W H K K W I W H Mβ αa sa a a j a sa( )+ = − +  (14.26)

Transpose Equation 14.25 and pre-multiply the two sides of the equation by Wα  a  H sa  . 
Then post-multiply Equation 14.26 by H Wso

T
oα  and subtract the two equations, resulting in 

the following equation:

 W UW W UW Rα β β αa o a o− =  (14.27)
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where:

 U H KH= sa so
T

 (14.28)

 
R W H I W W I H W W H K H W= − + +α α β αa sa j

T
o
T

a j so
T

o a sa a so
T

o  (14.29)

Given that W α  o  , W α  a  , W β  o   and W β  a   all are diagonal matrices, Equation 14.27 can be 
expanded so that its (i , j )th element can be given by

 
[ ]ω ω ω ωα β β αaii ojj aii ojj ij ij− =U R

 (14.30)

All the elements of R  can be determined by Equation 14.29 using the known additional 
stiffness matrix and the measured FRFs of the building structure without additional stiff-
ness and with additional stiffness. Therefore, all the unknown elements U ij   can be found 
using Equation 14.30, and as a result, the matrix U  can be determined. Rewrite Equation 
14.28 as follows:

 A k b1 1=  (14.31)

where:

 A H H1 = ⊗so sa  (14.32)

 
b R1 = −vec( / ( ))ij aii ojj aii ojjω ω ω ωα β β α  (14.33)

 k K= =vec( ) [ ]k k k k k k k k kn n n n nn
T

11 21 1 12 22 2 1 2� � � �  (14.34)

Similar to the procedure for Equation 14.10, Equation 14.31 can finally be rewritten as

 A k bs
s

s=  (14.35)

where:

 A A Ts
e= 1  (14.36)

 b bs = 1  (14.37)

in which A1
e is obtained from A 1  by deleting all the columns that multiply by k ij   = 0 

(abs(i  – j ) >  1), and the matrix T  is the transformation matrix of size (3n  – 2)  ×  n . As a 
result, the horizontal story stiffness can be identified from Equation 14.35 by exciting 
just one story of the building. Figure 14.3 shows a flowchart of the proposed system 
identification and model updating method using the variations of the FRFs with single 
excitation.
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14.5  VIBRATION CONTROL USING SEMI-ACTIVE 
FRICTION DAMPERS

The development of semi-active friction dampers for vibration mitigation has attracted more 
and more attention in recent years. As mentioned in Section 13.4 of Chapter 13, the semi-
active friction damper can be modelled with the components of a linear spring and a variable 
friction damper connected in series. A number of control strategies for semi-active friction 
dampers have been proposed, and they can be classified into two major types: (1) global 
feedback control strategies that use clipped strategies to allow semi-active friction dampers 
to work effectively with an LQG controller, and (2) local feedback control strategies that 
use local motions as feedback signals to change damper clamping forces in such a way that 
the friction dampers can slip as much as possible to achieve the maximum energy dissipa-
tion. The global feedback control strategy and the three local feedback controllers – viscous 
and Reid friction controllers, modulated homogeneous friction (MHF) controllers and non-
sticking friction (NSF) controllers – have been investigated in Chapter 13. The LQG global 
control strategy and the NSF local control strategy are considered in this section for the 
structural vibration control of a building structure using semi-active friction dampers based 
on the updated system matrix and structural parameters of the building. The primary pur-
pose of implementing the NSF local feedback control with a steady-state Kalman filter is to 
involve minimal feedback signals to achieve a reliable and economical control design. The 
use of a steady-state Kalman filter makes it possible to use the accelerometers as sensors for 
both health monitoring and vibration control, leading to a common sensory system and a 
common data acquisition and transmission system.

As mentioned in Chapter 13, the semi-active control force u (t ) depends on either the stick-
ing or the slipping state of the damper, and it can be written as
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f t f t f t
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<  if  sticking

  if ≥≥




 | ( ) | ( )f td  slipping  
(14.38)

 f t k d t e tk d( ) [ ( ) ( )]= −  (14.39)

where:
 k d   is the spring stiffness of the semi-active friction damper
 f d  (t ) is the friction force of the damper
 f k  (t ) is the axial force in the semi-active friction damper
 d (t ) is the axial displacement between the two ends of the friction damper
 e (t ) is the slip deformation of the friction damper that is given by

 e t e t d t e t
u t
k

d td( ) ( ) ( ) ( )
( )

sgn ( )= + − − ( )�  (14.40)

where ē  (t ) is the previously cumulated slip deformation of the friction damper and d
.
  (t ) is 

the relative velocity between the two ends of the friction damper. The friction force of the 
semi-active friction damper is given by

 
f t N t d td d d( ) ( )sgn ( )= ( )µ �

 
(14.41)
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where μ d   is the dynamic friction coefficient and N d  (t ) is the clamping force of the semi-active 
friction damper, which is time dependent and determined by the feedback controller. The 
semi-active control force u (t ) is exactly the same as the semi-active friction force f d  (t ) if the 
friction damper slips continuously without sticking. This, however, depends on the control 
strategy and parameters.

14.5.1 Local feedback control strategy

As mentioned previously, only the NSF local control strategy is considered herein. In this 
strategy, the controllable clamping force N d  (t ) is given as

 
N t N d td d d( ) = ( )



max tanh γ �

 
(14.42)

where Nd
max is the maximum clamping force and γ d   is the velocity control gain.

With reference to Figure 14.2 and by assuming one semi-active friction damper for every 
building story, the relationship between the j th damper displacement (velocity) and the rela-
tive displacement (velocity) of the j th building story at time instant t  can be expressed as

 
d t x t x tj j j

j( ) ( ) ( ) cos= −( )−1 θ
 

(14.43)
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(14.44)

where:
x j  (t ) and x.  j  (t )   are the displacement and velocity of the j th building floor, 

respectively
x j−  1 (t ) and x.  j−  1 (t )  are the displacement and velocity of the (j  – 1)th building floor, 

respectively
θ j        is the angle between the j th semi-active friction damper and the 

(j  – 1)th building floor

Using Equations 14.43 and 14.44, the semi-active friction force of the damper, f d  (t ), can be deter-
mined using Equation 14.41 in terms of the relative displacement and velocity of the building story.

As previously mentioned, the accelerometer is the most widely used sensor in practice for 
system identification and health monitoring because of its high sensitivity and reliability. It 
is beneficial to install the same sensors for both the health monitoring and vibration control 
of a building. Therefore, a local feedback control strategy with a Kalman filter, by which the 
acceleration responses of the building are used as feedback signals rather than the displace-
ment and velocity responses, is presented in this chapter for the vibration control of a build-
ing subjected to earthquake excitation using semi-active friction dampers. In this regard, the 
state space equation of the building can be expressed as

 
� ��z Az Bu E= + + xg  (14.45)
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where:
                z   is the state vector of the controlled building [x x.  ]T 

 u  is the semi-active control force vector
 H  is the influence matrix reflecting the location of the semi-active friction 

dampers
 I  is the unit diagonal matrix

The measured responses y m   are selected as the absolute acceleration outputs of the build-
ing floors.

 
y C z D u F vm m m m= + + +��xg  (14.47)

where v  is the measurement noise vector and Cm, Dm and Fm are the reduced-order coefficient 
matrices of A, B and E, respectively.

The estimated state vector ẑ   is described by the steady-state Kalman filter optimal estima-
tor (Stengel 1986; Skelton 1988) in the following form:

 
�̂ ˆ ( ˆ )z Az Bu L y C z D um m m= + + − −  (14.48)
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(14.49)

where S is the solution of the algebraic Riccati equation given by

 SA A S SGS H 0� � � �+ − + =T
 (14.50)

and
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 (14.51)
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The measurement noises in all of the building floor responses are assumed to be the same 
as a stationary Gaussian white noise process. The power spectral density ratio in Equation 
14.49 is defined as γg x x v vS Sg g i i= �� �� / , where Sx xg g�� ��  and Sv vi i are power spectral density functions 
of the stationary white noise of ��xg and v i  , respectively. Once the estimated state vector ẑ   is 
obtained from Equation 14.48, the corresponding estimates for the displacement and veloc-
ity responses, x̂ and �̂x, of the building can be obtained. The estimates of damper slip ˆ ( )d tj  

and slip rate �̂ ( )d tj  at time instant t  can then be obtained from

 
ˆ ( ) ( ˆ ( ) ˆ ( ))cosd t x t x tj j j

j= − −1 θ
 (14.55)
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� � �ˆ

( ) ( ˆ ( ) ˆ ( ))cosd t x t x tj j j
j= − −1 θ
 (14.56)

where ˆ ( )x tj  and �̂ ( )x tj  are the estimated displacement and velocity of the j th floor of the build-
ing and ˆ ( )x tj−1  and �̂ ( )x tj−1  are the estimated displacement and velocity of the (j  – 1)th floor 
of the building. An estimation of clamping force and the friction force in the semi-active 
friction damper can be given by
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Equation 14.38 is then used to determine the semi-active control force, and finally, Equation 
14.45 is used to determine the structural responses at the next time step. A flowchart of 
determining semi-active friction damper force using a local control strategy with a Kalman 
filter is shown in Figure 14.4.

14.5.2 Global feedback control strategy

To provide a comparative basis for the local feedback control strategy, an LQG controller 
(Stengel 1986; Skelton 1988) with a modified clipped strategy is also applied to a building 
with semi-active friction dampers. The same state space equations as Equations 14.45 and 
14.46 are used. An additional equation for the regulated response is

 
y C z D u Fed ed ed ed= ′ + ′ + ′ ��xg  (14.59)

where yed is the regulated response vector and ′Ced, ′Ded and ′Fed are the reduced-order coef-
ficient matrices of A, B and E, respectively. The acceleration feedback LQG controller in 
this study is basically designed to minimise a quadratic objective function by weighting the 
absolute acceleration responses of the building and the control forces. The objective func-
tion is given by
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T T= ′ + ′( ) ′ ′ + ′( ) + ′{ }






→∞ ∫lim
τ

τ

τ
1

0
E C z D u Q C z D u u R ued ed ed ed 

 
(14.60)

where Qʹ   and Rʹ   are the weighting matrices for the acceleration responses and the semi-
active control forces, respectively. Based on the separation principle that allows feedback 
gain and Kalman gain to be determined separately (Stengel 1986; Skelton 1988), the optimal 
control force vector is obtained as

 u G z= − ′ˆ . (14.61)

where Gʹ   is the full-state feedback gain matrix given by

 ′ = ′ ′ + ′−G R N B P� �1( )T T

 (14.62)
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and ′P  is the solution of the following algebraic Riccati equation:

 ′ ′ + ′ ′ − ′ ′ ′ + ′ =−P A A P P BR B P Q 01� � � �T T

 (14.63)

in which

 
� � � �′ = ′ ′ ′ − ′ ′ ′−Q C Q C N R Ned ed

T T1

 (14.64)

 
� ′ = ′ ′ ′N C Q Ded ed

T

 (14.65)

 
� ′ = ′ + ′ ′ ′R R D Q Ded ed

T
 (14.66)

 
� � �′ = − ′ ′−A A BR N1 T

 (14.67)
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Figure 14.4    Flowchart determining control force using a local control strategy with a Kalman filter.
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Equations 14.45, 14.48 and 14.61 form the basic equations for active control of the 
building using an LQG controller. Nevertheless, the control force of a semi-active fric-
tion damper depends on its motion status: when the damper is in its sticking stage, the 
control force is equal to the axial force in the brace; when the damper is its slipping 
stage, the magnitude of the control force depends on the controllable clamping force and 
its direction depends on the velocity of the damper. Therefore, the closed-loop feedback 
force determined by Equation 14.61 cannot always be achieved by semi-active friction 
dampers. Here, the following modified clipped control strategy is used for friction-based 
semi-active devices.

 

N t

u t d t u t u
d

LQG LQG LQG

( )

( ) ( ) ( ) (

=

⋅ </                   and |µ � 0 tt N

N u t d t u t u

d d

d LQG LQG L

) |

( )) ( ) ( )

max

max

<

⋅ <

µ

sgn(        and |� 0 QQG d d

LQG

t N

d t u t

( ) |

( ) ( )

max≥

⋅ ≥










µ

0 0                    �
 

(14.68)

where u tLQG( ) is the optimal active control force determined by the LQG controller and Nd
max 

is the maximum clamping force which can be provided by the semi-active friction damper. 
It can be seen from Equation 14.68 that when the direction of the desired active control 
force is opposite to the velocity of the semi-active friction damper, and the magnitude of the 
desired active control does not exceed the maximum control force which the damper can tol-
erate, the semi-active friction damper is able to generate the desired control force in the same 
direction as required. If the semi-active friction damper cannot generate the desired active 
control force in the opposite direction to the velocity of the damper, a zero clamping force 
is then commanded to produce zero friction force at a given time instant. A flowchart of 
the vibration control process using either a local or a global control strategy with a Kalman 
filter is shown in Figure 14.5.

14.6 FRF-BASED STRUCTURAL DAMAGE DETECTION

Even with control devices installed, building structures may still suffer some damage 
after extreme events or long-term service. A rational approach is necessary to assess 
the damage of a controlled building. By referring to the system identification and model 
updating method introduced in Section 14.4 of this chapter, Equations 14.18 and 14.35 
can both be used not only to update the stiffness of the original building but also to 
identify the stiffness of the damaged building. By comparing the identified stiffness coef-
ficients of both undamaged and damaged buildings, the location and severity of the 
structural damage can be determined. Figure 14.6 displays a flowchart of the proposed 
damage detection method.

14.7 NUMERICAL INVESTIGATION

14.7.1 Description of a numerical example building

The example building is a simple five-story shear building which has an identical story 
height of 3 m (see Figure 14.2). The original building has uniform mass m  = 5.1  ×  103  kg 
and uniform horizontal story (shear) stiffness k  = 1.334  ×  107  N/m. The five natural fre-
quencies of the original building without added stiffness are 2.317, 6.762, 10.661, 13.695 
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and 15.620 Hz. The structural damping matrix is assumed in the Rayleigh damping form, 
and the damping ratios for the first- and second-order modes of vibration of the build-
ing are assumed to be 2%. On each story of the building, a semi-active friction damper 
is installed with a diagonal brace that connects two neighbouring floors. The building 
is subjected to harmonic excitations and the acceleration responses are measured by five 
accelerometers, with one on each floor of the building, for parameter identification and 
damage detection.

Building under service
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Control type?
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Figure 14.5    Flowchart of the vibration control process.
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The transformation matrix T  between k e   and k s   is formed as follows:
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(14.69)

All the simulation cases consider six levels of noise, which are, 0%, 0.5%, 1%, 2%, 
5% and 10%, respectively. All noises are uncorrelated and are added to the acceleration 
response data. The noise level is related to the noise intensity, which is defined as the ratio of 
the root mean square (RMS) of the noise to the RMS of the acceleration response.

14.7.2 Selection of additional stiffness

For either model updating or damage detection, the following two states must be created: 
setting the clamping forces in the semi-active friction dampers at zero, which creates the 
original building, and setting the clamping forces at maximum value, which creates the 
building with the additional stiffness provided by the damper brace systems. The stiffness 

Input swept-sine load (full excitation or single excitation)

Original building Damaged building

Clamping forces are 
set at zero (Ka = 0)

Dampers are in a 
sticking state Ka

Clamping forces are 
set at zero (Ka = 0)
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Add noise Add noise Add noise Add noise

Get the auto-spectral 
density of force Sff

Get the auto-spectral 
density of force Sff

Get the auto-spectral 
density of force Sff

Get the auto-spectral 
density of force Sff

Get the cross-spectral
density between force
and acceleration Sfa

Get the cross-spectral
density between force
and acceleration Sfa

Get the cross-spectral
density between force
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density between force
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Get the FRFs of the 
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by H = Sfa/Sff

Get the FRFs of the 
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Ha, Hsa by H = Sfa/Sff
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Measured FRFs Measured FRFs
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Af k
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Identification equation
Af k

s= bf (or Ask
s= bs)

Identified original stiffness K Identified damaged stiffness Kd

Damage detection ∆K= K – Kd

End

Figure 14.6    Flowchart of the FRF-based method for the damage detection of controlled building structures.
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ratio (SR) of the additional stiffness from the damper brace system to the horizontal story 
stiffness of the building is defined as

 
SR

K
K

d

s

=
 

(14.70)

where K s   is the horizontal story stiffness of the building and K d   is the additional stiffness from 
the damper brace system when the semi-active friction damper is in sticking state. The additional 
stiffness and the corresponding SR are assumed to be the same for each story of the building.

For the vibration control of the building with known stiffness K s  , the additional stiffness 
K d   from the damper brace system must be properly selected in order to achieve the best 
control performance. Similarly, to achieve the best results in system identification and dam-
age detection, the additional stiffness K d   from the damper brace system must be optimised. 
The computed results of the average identification error against SR with full excitation 
and single excitation at the top floor are plotted in Figure 14.7, with the six levels of noise 
intensity considered. The average identification error is defined as the average value of the 
five identification errors in the five horizontal stiffness coefficients of the example building. 
For a given SR value and a given noise level, the proposed identification method is applied 
to the building. A total of 100 frequency points are selected from FRFs of the building, with 
15 frequency points before and after each of the five natural frequencies at an interval of 
frequency resolution Δ f  of 0.12207 Hz. Equations 14.18 and 14.35 are then used to update 
the horizontal story stiffness coefficients of the building, from which the average identifica-
tion error can be calculated. It can be seen that the average identification errors reduce rap-
idly with increasing SR for both the full-excitation and single-excitation cases when the SR 
values are smaller than 0.4. This is because small changes in FRFs are easily overlapped by 
measurement noise. As SR values further increase from 0.4, there are slight changes in the 
average identification errors. For the full-excitation case, the average identification errors 
are less than 0.5% when the SR value is greater than 0.4, and the measurement noise does 
not affect the identification results. For the single-excitation case, higher measurement noise 
leads to higher identification error, but the identification error is still smaller than 1.0% even 
for a 10% measurement noise level. The full excitations give better identification results 
than the single excitation, as expected. Based on the results shown in Figure 14.7, the SR 
value could be selected as 0.4, but a value of 0.9 is selected for the subsequent case studies 
in order to achieve the best control performance and to make comparisons with the results 
given by Chen and Xu (2008). Once the optimal value is found, the damper brace systems 
are then designed and manufactured based on the optimal value and, finally, installed in the 
building. As a result, the accuracy of the additional stiffness matrix K d   from the damper 
brace systems can be controlled, and in most cases no further identification in the field may 
be required. The five natural frequencies of the building after added known stiffness with an 
SR value of 0.9 are 3.193, 9.322, 14.695, 18.877 and 21.530 Hz, respectively.

14.7.3 Effects of the number of natural frequencies included

The proposed method is to identify structure parameters and detect damage using a few fre-
quency points in the measured FRFs around the natural frequencies of the building through 
either Equations 14.18 or 14.35. One of the key problems is thus how many natural fre-
quencies of the building shall be considered for parameter identification. Since it is dif-
ficult to excite the high natural frequencies of the building, it is better to select the lowest 
natural frequencies possible. Figure 14.8 shows the average identification errors in story 
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stiffness against the number of natural frequencies considered for the full-excitation case 
and single-excitation case, with six levels of noise intensity. In the computation, the SR value 
is set at 0.9 for all the stories of the building, and 15 frequency points are selected before 
and after each natural frequency at an interval of frequency resolution Δ f  of 0.12207 Hz. It 
can be seen from Figure 14.8a that if the full-excitation method is used, only the first two 
natural frequencies should be considered to keep the average identification error less than 
1%. The effects of measurement noise on the identification results are very small. If only 
the first natural frequency is considered and the measurement noise level is less than 2%, 
the identification results are still acceptable, but as the measurement noise level increases the 
average identification error increases quickly. For the single-excitation method, at least the 
first three natural frequencies of the building should be considered to keep the average 
identification error less than 1% without significant influence from measurement noise, as 
shown in Figure 14.8b. As a result, the first three natural frequencies are included in the 
study of the example building.

14.7.4 Effects of the number of frequency points used

After the number of natural frequencies to be included in parameter identification is decided, 
one then decides how many frequency points need to be considered before and after each 
natural frequency of the building. Figure 14.9 displays the average identification error in 
story stiffness against the number of frequency points (NFP) for the full-excitation case and 
single-excitation case with the six levels of noise intensity. In the computation, the SR value 
is set at 0.9 for all the stories of the building and only the first three natural frequencies are 
taken into consideration. It can be seen from Figure 14.9a for the full-excitation case that 
the optimal NFP is about 15, for which the average identification error is minimal. The 
effects of measurement noise on the identification results are not obvious if the measurement 
noise level is not greater than 5%. For the single-excitation case, Figure 14.9b shows that the 
NFP will be greater than 9 if the average identification error is controlled below 2%. Thus, 
for the example building, an NFP of 15 is selected.

14.7.5 Comparison with a previous study

The parameter identification of the example building is also performed using the natural 
frequency and mode shape (NF&MS)-based method (Chen and Xu, 2008), and the identifi-
cation quality is compared with the FRF-based method. The SR of the building varies from 
0.05 to 1.0 in the computation. Since the NF&MS-based method is sensitive to measure-
ment noise, three low noise levels of 0.5%, 1% and 2% are considered, but for the FRF-
based method a 10% measurement noise level is considered, with the number of natural 
frequencies at three and the number of frequency points at 15.

Figure 14.10 shows the average identification error in the story stiffness of the two meth-
ods. It can be seen that the identification error in the FRF-based method is much smaller 
than in the NF&MS-based method, although a 10% noise level is considered in the FRF-
based method but only a maximum 2% noise level is considered in the NF&MS-based 
method. This conclusion is particularly true when the SR value is less than 0.4. When the 
noise level is greater than 2%, the NF&MS-based method cannot identify the stiffness 
parameters properly. Therefore, one may conclude that the FRF-based method is more accu-
rate in identifying the stiffness of the building than the NF&MS-based method, and that 
the FRF-based method is much less sensitive to measurement noise than the NF&MS-based 
method. Furthermore, the FRF-based method allows the use of a relatively small SR com-
pared with the NF&MS-based method so as to facilitate practical application.
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14.7.6 Damage detection using full excitation

Five cases of structural damage are considered in the example building: (1) no damage, 
(2) a 5% reduction of the horizontal stiffness coefficient in the second story of the building, 
(3) a 10% reduction of the horizontal stiffness coefficient in the top story of the building, 
(4) a 5% reduction of the horizontal stiffness coefficient in both the first and third stories 
of the building, and (5) a 10% reduction of the horizontal stiffness coefficient in both the 
fourth and fifth stories of the building.

For each damage case, the SR value is selected as 0.9, the number of natural frequencies 
is taken as three, and the number of frequency points opted for is 15. The frequency range 
of the FRF is chosen as 0.5 Hz to 100 Hz based on the acceleration response data with a 
frequency resolution Δ f  of 0.12207 Hz. Figure 14.11 shows the identification results of 
the building without added stiffness and without any damage. The measurement noise 
levels considered range from 0% to 10%. The identification results demonstrate that the 
building has no damage. Two single-damage cases, one with 5% damage at the second 
floor and the other with 10% damage at the fifth floor, are simulated, and the identifica-
tion results are shown in Figure 14.12. Again, the two single-damage cases are clearly 
identified even though the measurement noise reaches 10%. Two double-damage cases, 
one with 5% damage at the first and third floors and the other with 10% damage at the 
fourth and fifth floors, are also examined. Figure 14.13 shows the identification results 
of the two cases, respectively. Clearly, the proposed full-excitation FRF-based damage 
detection method is capable of locating and quantifying multiple instances of damage in 
the building with a maximum error less than 1%, even though the noise level is as high 
as 10%.

14.7.7 Damage detection using single excitation

The investigation of the aforementioned five cases of structural damage is also consid-
ered using the single-excitation identification method. All the other conditions remain 
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Figure 14.10    Comparison of the average identification errors between the two methods.
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unchanged from the full-excitation case. Figures 14.14, 14.15 and 14.16 display the 
damage detection results for the five cases: without damage, with 5% damage at the 
second floor, with 10% damage at the fifth floor, with 5% damage at the first and third 
floors, and with 10% at the fourth and fifth floors, respectively. The results show that 
the single-excitation FRF-based damage detection method can also locate and quantify 
the damage even though the noise level is 10%. The maximum error is less than 2%. 
Comparatively speaking, the full-excitation FRF-based damage detection method pro-
vides more accurate results than the single-excitation FRF-based damage detection 
method, but the single-excitation FRF-based damage detection method is good enough 
for practical application.
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Figure 14.11    Damage detection results without damage (full excitation).
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Figure 14.12    Single damage detection results (full excitation). (a) 5% damage at second floor, (b) 10% damage 
at fifth floor.
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14.7.8 Seismic response control of the building structure

To evaluate the control performance and robustness of the semi-active friction dampers, 
four seismic records are selected as inputs to the example building: (1) El-Centro NS (1940), 
(2) Hachinohe NS (1968), (3) Northridge NS (1994) and (4) Kobe NS (1995). The original 
peak ground accelerations (PGAs) of the four seismic records are 3.417, 2.250, 8.2676 and 
8.1782 m/s2 , respectively. The original time histories of the four seismic records are scaled to 
have the same PGA of 4.0 m/s2  to facilitate the comparison. In consideration of the problem 
from a practical viewpoint, the previously identified stiffness parameters in the case of a 2% 
noise level are adopted and used for the construction of the damping matrix based on the 
Rayleigh damping assumption. The SRs of all five semi-active friction dampers are kept at 
the same value of 0.9 unless otherwise specified.
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Figure 14.13    Multiple damage detection results (full excitation). (a) 5% damage at first and third floors, 
(b) 10% damage at fourth and fifth floors.
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Figure 14.14    Damage detection results without damage (single excitation).
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As mentioned before, two control strategies are used for performance evaluation: (1) local 
feedback control and (2) LQG global feedback control. To implement the first control strat-
egy in practice, only five accelerometers, one for each building floor, are needed to obtain 
the feedback. For the implementation of the second control strategy in practice, five accel-
erometers and five force transducers, one accelerometer and one force transducer for each 
building story, are necessary to realise the feedback control. Clearly, the first control strat-
egy is most attractive in terms of the type and number of sensors required if the control 
performance using this strategy is compatible with the other control strategies.

The control performance is evaluated in terms of a vibration reduction factor (VRF) 
defined as follows:
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Figure 14.15    Single damage detection results (single excitation). (a) 5% damage at second floor, (b) 10% 
damage at fifth floor.
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Figure 14.16    Multiple damage detection results (single excitation). (a) 5% damage at first and third floors, 
(b) 10% damage at fourth and fifth floors.
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VRF = −Z Z

Z
nc co

nc  
(14.71)

where Z nc   is the maximum response (either displacement, velocity or acceleration) of a given 
building floor without control and Z co   is the maximum response of the same quantity of the 
same floor with control.

In the implementation of the global feedback control strategy, the two weighting matrices 
Q ́  and R ́   are selected as the unit diagonal matrix multiplied by a factor. The optimum 
factor is found to be 2.1  ×  105  for Q ́   and 0.016 for Rʹ  . For the implementation of a NSF 
controller, the velocity control gain γ d   defined in Equation 14.42 is set to be 2.1  ×  106 . To 
determine the maximum clamping force Nd

max, which can be provided by the semi-active 
friction damper, the maximum axial force in the brace of the example building without 
semi-active control is computed with the El-Centro NS seismic input. The maximum axial 
force is then taken as the maximum slipping force.

Figures 14.17a–c depict the variations of the peak displacement, velocity and accelera-
tion responses of the building structure under the El-Centro NS seismic ground motion for 
three cases: (1) the original building without any control, (2) local feedback control and 
(3) global feedback control. It can be seen that with the aid of control strategies, the maxi-
mum responses of displacement, velocity and acceleration of the building are all reduced 
compared with the original building. The semi-active friction dampers with the global con-
trol strategy demonstrate the best control performance in the sense that they mostly reduce 
all three kinds of seismic responses on all building floors. Nevertheless, given the relatively 
simple sensor system in the local control strategy with a Kalman filter, the performance of 
this control strategy is still acceptable. Displayed in Figures 14.18a–c are the time histories 
of the displacement, velocity and acceleration responses at the top floor of the building with-
out any control and with the local control strategy together with a Kalman filter. Clearly, 
the local control strategy can effectively suppress the seismic responses of the building when 
the building experiences large vibrations.

The feasibility of the proposed integrated procedure also depends on the brace (damper) stiff-
ness for both vibration control and model updating. Figure 14.19 displays the variations in the 
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VRFs of the displacement, velocity and acceleration responses of the top floor with SR during 
the El-Centro NS earthquake by using the local feedback control strategy. It can be seen that 
the VRFs for all three responses increase rapidly when the SR increases from 0.0 to about 0.1. 
Afterwards, the VRFs increase only slightly with increasing SR. Above 0.9, the SR has almost 
no effect on the VRFs. Similar results are found for other building floors. As a result, the 
optimum SR for the seismic response control of the example building should be 0.9, which is 
consistent with the optimum SR determined for the system identification of the same building.

To investigate the robustness of the control performance of the local feedback controller 
on the integrated building structure, similar investigations are performed on the example 
building with the other three seismic inputs. It is found that the optimum SR from the 
case of the El-Centro NS earthquake remains almost unchanged for the other three seismic 
inputs. The optimum gain coefficient obtained from the El-Centro NS earthquake can also 
be applied to the other three seismic inputs, although there are slightly different values for 
different seismic inputs. To have a reasonable comparison of the control performance of the 
semi-active friction dampers manipulated by the local and global feedback control strategy 
for the example building under different seismic inputs, two sets of normalised performance 
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indices are used. The first set of the performance indices is related to the building responses 
(Spencer et al. 1998; Ohtori et al. 2004). They include peak- and RMS-based inter-story 
drift ratios (J 1  and J 3 ) and peak- and RMS-based absolute acceleration responses (J 2  and J 4 ).
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where:
dx ti

c( ) and dx ti
n( )  are the inter-story drift of the i th story of the building, with control 

and without control, respectively
 h i   is the height of the i th story

 ��xi
c and ��xi

n  are the absolute acceleration response of the i th floor of the building 
with control and without control, respectively

The RMS response quantities within the time duration t f   under each earthquake are 

calculated by || ||⋅ = ⋅∫1 2
0t dtf
tf [ ] . The sign max

,t i
 means to find the maximum value 

within the given time duration first and among all the building stories/floors afterwards.
The second set of performance indices are related to the capacity of control devices. Only 

the peak-based control force (J 5 ) is used in this example.
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Figure 14.19    Variations of VRFs with SR using local feedback control strategy.
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where u l  (t ) is the control force generated by the l th control device and W  is the seismic weight 
of the building – that is, the total weight of all the building floors in this example. A com-
parison of the performance indices of the controlled building using local and global feedback 
control strategies under different earthquakes are listed in Table 14.1 and Table 14.2, respec-
tively. It can be seen that both control strategies can effectively reduce the RMS responses of 
the building, with the global control strategy being more effective. The peak responses of the 
building structure can also be reduced, but they are not as effective as the RMS responses, 
in particular, in the cases of Hachinole and Northridge earthquakes. The control forces 
when using the global control strategy are, however, much larger than those when using the 
local control strategy. These observations together with the sensory system required for each 
control strategy clearly demonstrate that the local control strategy with a Kalman filter is 
preferred for the integrated health monitoring and vibration control system.

14.8 EXPERIMENTAL INVESTIGATION

Since an experimental investigation of the vibration control of a building complex using 
semi-active friction dampers under earthquake excitation has been reported in Chapter 13, 
this section concerns only an experimental investigation of the system identification and 
damage detection of the same building complex based on variations of the FRFs between 
the two states of the building complex. To create damage scenarios, and given that the links 
between the main building and the podium structure are most susceptible to damage in 
practice, a circular steel ring was designed and used to connect the podium structure to the 
main building, and damage to the connection between the main building and the podium 
structure was simulated by varying the stiffness of the steel ring. To simulate the added 
stiffness provided by the friction dampers, another circular steel ring was used to connect 
the podium structure to the main building so that the additional stiffness could be selected 
relatively easily compared with using the available semi-active friction damper. Details of 
the experimental arrangements and test results are described in the following subsections.

14.8.1 Experimental setup

The model of the building complex has been described in detail in Chapter 13. This section 
focuses on a description of the self-designed circular steel rings, as shown in Figure 14.20. 
The beam/plate connections between the main building and the podium structure are most 
susceptible to damage in real situations. A circular steel ring, as shown in Figure 14.21, was 
designed and used to connect the top of the podium structure to the third floor of the main 
building along the middle line of the two models (see Figure 14.20). Changing the size of 
that connection ring varied the stiffness of the connection, which simulated damage to the 
building complex while the separate models remained unchanged.

Table 14.1   Performance indices for the local feedback control strategy

Index 

Local feedback control strategy with Kalman filter 

El-Centro Hachinohe Northridge Kobe 

J 1   (Peak drift ratio) 0.7342 0.8796 0.8839 0.7132
J 2   (Peak acc.) 0.8642 0.9453 0.9273 0.7720
J 3  (RMS drift ratio) 0.7046 0.7526 0.6276 0.6097
J 4  (RMS acc.) 0.7165 0.7642 0.6741 0.6244
J 5   (Control force) 0.0357 0.0407 0.0753 0.0457
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Four connection rings of different thicknesses were designed for damage simulation. The 
required stiffness of the connection ring was estimated as follows:
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(14.74)

where:
 E  is the elastic modulus of the steel
 b c   is the width of the ring
 t c   is the thickness of the ring
 R c   is the internal radius of the ring (see Figure 14.21)

Once made, the connection rings were first calibrated to find their actual stiffness, because 
uncertainties exist in the stiffness estimated by Equation 14.74 due to welding and other 
manufacturing errors. Table 14.3 lists the actual stiffnesses of the four connection rings 
along with their linear correlation coefficients. Using the number 2 ring listed in Table 14.3 

Added-
stiffness ring

Connection
ring

Exciter

Silicon oil damper

Figure 14.20    Experimental set-up for the scale model of the building complex.

Table 14.2   Performance indices for the global feedback control strategy

Index 

Global feedback control strategy 

El-Centro Hachinohe Northridge Kobe 

J 1  (Peak drift ratio) 0.6825 0.7651 0.8056 0.5260
J 2  (Peak acc.) 0.7398 0.8022 0.7627 0.4950
J 3  (RMS drift ratio) 0.4809 0.5684 0.4843 0.3946
J 4  (RMS acc.) 0.4677 0.5488 0.4822 0.3798
J 5  (Control force) 0.0982 0.1010 0.1425 0.1070
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as the connection ring without damage, rings 3, 4 and 5 can be used as connection rings 
with damage ratios of 5%, 10% and 18%, respectively. The installation details of the con-
nection rings can be observed in Figure 14.20. Moreover, to simulate the added stiffness, 
another circular steel ring (ring number 1 in Table 14.3) was manufactured to connect the 
podium structure to the main building, as shown in Figure 14.20.

To accurately obtain the experimental FRFs of the building complex, an eccentric wheel 
excitation system was developed and installed on the top floor of the main building model, 
as shown in Figure 14.20. The sensing system consisted of 15 accelerometers, one current 
eddy sensor and 16 charge amplifiers. By installing or uninstalling the added-stiffness ring 
and by changing the connection ring, eight cases were considered in this experiment, as 
listed in Table 14.4. All of these cases were tested using the following procedure after the 
installation of all of the sensors and the set-up of the measurement system.

 1. One connection ring was installed to connect the top floor of the podium structure to 
the third floor of the main building.

 2. The added-stiffness ring was installed or demounted.
 3. The top floor of the main building was excited using an electronic hammer to identify 

the natural frequencies of the building complex and to determine the frequency range 
for sweep-sine excitation.

 4. The proper eccentric wheel was selected and the top floor of the main building 
excited within a proper frequency range around each of the first 10 modes of 

Table 14.3   Circular ring calibration results

Ring no. k c   (N/mm) Function Damage ratio Linear correlation 

1 1062.8 Added-stiffness ring — 0.99993
2 1398.4 Connection ring without damage 0 0.99992
3 1323.4 Connection ring with damage 5% 0.99986
4 1250.5 Connection ring with damage 10% 0.99988
5 1142.2 Connection ring with damage 18% 0.99996

D

R

40

M12

tc

b c

15

3080

Figure 14.21    Configuration of circular steel rings (all dimensions in millimetres).
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vibration for the building complex. For each mode of vibration, more than 20 fre-
quency points were selected before and after the corresponding natural frequency. 
For each frequency point, the excitation lasted more than 2 min before sampling 
data for the FRFs.

 5. The recorded data was analysed to obtain the FRFs of the building complex for each 
case and the structure parameters were identified using the proposed method expressed 
by Equation 14.35.

It may be useful to mention here that because the stiffness of the podium structure was 
much larger than that of the main building, the FRF data around the first 10 natural fre-
quencies of the building complex were used to detect damage to the connection between 
the main building and the podium structure. For a general structure, FRF data for only a 
few lower modes of vibration are needed to detect structural damage, such as the first three 
natural frequencies in the numerical example.

14.8.2 Measured FRFs of the building complex

The hammer impact excitation was first used to obtain the initial natural frequency values 
of the building complex for each of the eight test cases. The eccentric wheel excitation was 
then used to precisely identify the natural frequencies, mode shapes and modal damping 
ratios. The natural frequencies and the first two modal damping ratios of the building com-
plex were identified for all eight test cases; the results are listed in Table 14.5 and Table 14.6, 
respectively. Figure 14.22 shows examples of the FRFs around the first two natural frequen-
cies for the building complex without damage and with or without added stiffness (cases 
1 and 2). The first natural frequency of the building complex with added stiffness changed 
only 1.2% compared with the one without added stiffness, whereas the second natural fre-
quency exhibited almost no change. Correspondingly, the FRF curve around the first natu-
ral frequency displayed a clear shift for the building complex with added stiffness, while the 
FRF curve around the second natural frequency remained almost unchanged.

The eccentric wheel excitation tests revealed that the FRF curves around each of the first 
10 natural frequencies of the building complex could be obtained for each of the eight test 
cases. Figure 14.23 shows the FRF curves of the top story of the main building for cases 3 
and 4. For clarity of expression, the FRF curves around the first and last three natural fre-
quencies are shown in Figure 14.24. The FRF values changed more in some modes of vibra-
tion and less in others. The changes in the FRF around the last three natural frequencies 
were greater than those in the FRF around the first three natural frequencies, indicating that 

Table 14.4   Test cases

Case no. Added-stiffness ring Connection ring no. 

1 No 2
2 Yes 2
3 No 3
4 Yes 3
5 No 4
6 Yes 4
7 No 5
8 Yes 5
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high-order information may enhance the accuracy of parameter identification and damage 
detection.

In summary, if the natural frequencies and mode shapes of a building are not changed, 
the FRF curves of the structure also remain unchanged (provided the structural damping 
stays the same). If the natural frequencies and mode shapes change slightly, the peaks in the 
FRF curves shift horizontally and vertically. The horizontal and vertical shifts of the peak 
then cause a detectable change in the FRF curve around the shifted peak compared with 
the original FRF curve. Furthermore, if the changes of the FRFs at all the frequency points 
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Figure 14.22    FRFs of the first two natural frequencies of the building complex with and without added 
stiffness (cases 1 and 2).

Table 14.5   First 10 natural frequencies of the building complex (sweep-sine tests)

Case no. 

Natural frequencies (Hz) 

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 

1 4.133 10.200 14.167 21.750 26.233 29.433 32.883 40.200 41.467 47.683
2 4.183 10.200 14.517 22.500 26.400 30.383 32.933 40.283 41.933 48.483
3 4.133 10.200 14.117 21.633 26.217 29.417 32.817 40.133 41.450 47.583
4 4.183 10.200 14.550 22.333 26.367 30.383 32.900 40.233 41.933 48.483
5 4.117 10.183 14.050 21.550 26.217 29.367 32.800 40.167 41.400 47.550
6 4.183 10.200 14.500 22.433 26.400 30.300 32.967 40.300 41.917 48.500
7 4.117 10.200 13.983 21.417 26.183 29.183 32.850 40.150 41.383 47.467
8 4.167 10.200 14.467 22.367 26.350 30.167 32.967 40.283 41.883 48.417

Table 14.6   First two modal damping ratios of the building complex (sweep-sine tests)

Case no. 1 2 3 4 5 6 7 8 Average 

ζ  1 (%) 1.00 0.90 1.00 1.00 1.01 1.01 1.01 1.01 0.99
ζ  2 (%) 0.65 0.65 0.65 0.65 0.74 0.57 0.66 0.57 0.64
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around the shifted peak are used, the sensitivity of the FRF curve to the damage can be 
much higher than that based on either natural frequency or mode shape.

14.8.3 Stiffness identification of the building complex

For the building complex with the connection ring without damage (case 1: the original 
building complex), the horizontal story stiffness of the main building was estimated to 
be 1270 N/mm for all 12 stories by calculation, and the horizontal story stiffness of the 
podium structure was estimated to be 3572 N/mm for all three stories. The stiffness of 
the connection ring (number 2) was calibrated as 1398.4 N/mm. To identify the actual 
horizontal story stiffness for the original building complex, the number 2 ring could be 
used to connect the podium structure to the main building. The natural frequencies and 
FRFs of the original building complex without added stiffness were first obtained by 
exciting the top floor of the main building using the eccentric wheel excitation system. 
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Figure 14.23    FRF curves of the top floor of the main building (cases 3 and 4).
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Then, the number 2 ring was installed in the original building complex and excited in 
the same way as the original building complex without added stiffness, so that another 
set of the natural frequencies and FRFs of the original building complex with known 
added stiffness could be obtained. Since the external excitation is only applied on the top 
floor of the main building in this experiment, it could be considered as a case of single 
excitation, and the horizontal story stiffness of the model could be identified by using 
Equation 14.35.

Figure 14.25 shows the FRF curves around the first natural frequency of the original 
building complex without added stiffness. Figure 14.26 shows the first mode shapes of the 
original building complex with and without added stiffness. The average horizontal story 
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Figure 14.25    FRF curves around the first natural frequency of the original building complex without added 
stiffness (case 1).
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stiffness of the main building was identified as 1247 N/mm compared with a theoretical 
value of 1270 N/mm, whereas the average horizontal story stiffness of the podium structure 
was identified as 3648 N/mm compared with a theoretical value of 3572 M/mm. The stiff-
ness of the connection ring (number 2) was identified as 1392.5 N/mm with a 0.42% iden-
tification error compared with a calibration value of 1398.4 N/mm.

14.8.4 Structural damage detection

Connection rings 3, 4 and 5 were used to simulate the connection with 5%, 10% and 18% 
damage, respectively. These three connection rings were installed in the building complex 
one by one and the stiffness identification procedure described previously was followed. 
Equation 14.35 was used to identify the horizontal story stiffness of the damaged building, 
which was compared with that of the original building as given in the previous subsection. 
The damage to the building complex was thus located and quantified.

The identification results are shown in Figure 14.27 for the cases of 5%, 10% and 18% 
connection damage. For the 5%, 10% and 18% damage cases, the identified connection 
damage was 5.36%, 10.58% and 18.32%, respectively. The identified locations and sizes 
of connection damage were quite close to the real ones. Although less than 2.2% of the 
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Figure 14.27    Structural damage identification results. (a) 5% connection damage case, (b) 10% connection 
damage case, (c) 18% connection damage case.
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damage was also identified for some stories of the main building in the 5% damage case, the 
5.36% connection damage that was identified was a clear indication that an inspection of 
the connection was required.

NOTATION

A System matrix in the state space equation
b c  , t c  , R c   Width, thickness and internal radius of the connection ring, respectively
B The matrix in the state space equation in relation to the control force
d (t ) The axial displacement between the two ends of the friction damper
d
.
 (t ) The relative velocity between the two ends of the friction damper

e(t)  The slip deformation of the friction damper
ē  (t ) The previously cumulated slip deformation of the friction damper
f d  (t ) Friction force of the damper
f k  (t ) Axial force in the semi-active friction damper
f (t ) The applied force vector
F (ω ) Force amplitude vector in the frequency domain
Gʹ  Full-state feedback gain matrix
H The influence matrix reflecting the location of the semi-active friction 

dampers
H o  , H a   FRF matrix of the original building and added-stiffness building, 

respectively
H (ω ) FRF matrix of acceleration
j Imaginary unit
J 1 , J 3  Peak- and RMS-based inter-story drift ratios, respectively
J 2 , J 4  Peak- and RMS-based absolute acceleration responses, respectively
J 5  Peak-based control force
k d   Spring stiffness of the semi-active friction damper
K a   The additional stiffness matrix contributed by the semi-active friction dampers 

that are installed together with brace systems in the building
L The optimal gain of the steady-state Kalman filter
M , C , K  The mass, damping and stiffness matrices of the building structure, respectively
n  The number of DOFs
N d  (t ) The clamping force of semi-active friction dampers
Nd

max The maximum clamping force
Qʹ ,Rʹ  Weighting matrices for the acceleration responses and the semi-active control 

forces, respectively
Sx xg g�� �� , Sv vi i Power spectral density functions of the stationary white noise of ẍ  g   and v i  , 

respectively
SR Stiffness ratio of the additional stiffness from the damper brace system to the 

horizontal story stiffness of the building
X
..
 (t ), X

.
 (t ), X (t ) The structural acceleration, velocity and displacement response vectors, 

respectively
T  Transformation matrix of size (3n  –  2)    ×   n 
u LQG(t ) The optimal active control force determined by the LQG controller
u (t ) Semi-active control force
v Measurement noise vector
VRF Vibration reduction factor
��xg Ground excitation
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X (ω ) Displacement response amplitude vector of the building structure in the fre-
quency domain

Ẍ   (ω ) Acceleration response amplitude vector in the frequency domain
y ed   The regulated response vector
ẑ   The estimated state vector
z  State vector of the controlled building
Z nc  , Z co   Maximum response of a given building floor without control and with control, 

respectively
α , β  The coefficients of the first-order and the second-order damping ratios in 

Rayleigh damping assumption
α o  , α a   Rayleigh damping coefficient α  for the cases of the original building and added-

stiffness building, respectively
β o  , β a   Rayleigh damping coefficient β  for the cases of the original building and added-

stiffness building, respectively
γ d   Velocity control gain
γg The power spectral density ratio
μ d   Dynamic friction coefficient
θ j    The angle between the j th semi-active friction damper and the (j  – 1)th building 

floor
ω   Frequency of the harmonic external force
ω o  , ω a   The frequency of the external excitations applied to the original building and 

added-stiffness building, respectively
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Chapter 15

Synthesis of structural health 
monitoring and vibration 
control in the time domain

15.1 PREVIEW

The current research on the synthesis of structural health monitoring and vibration control 
was introduced in Chapter 14. The synthesis of structural health monitoring and vibration 
control in the frequency domain, based on variations in the frequency response functions 
between the two states of a building that are created by using semi-active friction dampers, 
was also discussed in Chapter 14 in relation to system identification, vibration control and 
damage detection in a systematic way. However, the integrated procedure in the frequency 
domain introduced in Chapter 14 is not the real-time integration of health monitoring 
and vibration control of building structures; it requires the semi-active friction dampers 
to create the two states of a building structure and the external excitations and structural 
responses to be measured and transformed in the frequency domain. External excitations 
such as earthquake-induced ground motions are difficult, if not impossible, to measure 
directly and accurately on site and other semi-active control devices may not be able to cre-
ate the two states of a building structure. The field measurements, including the input and 
output measurements, are always first recorded in the time domain. The transformation of 
data from the time domain to the frequency domain takes time, which may cause a time 
delay in the structural vibration control. For these reasons, it is necessary to develop a real-
time integrated system of structural health monitoring and vibration control for building 
structures. 

This chapter first presents an integrated health monitoring and vibration control system in 
the time domain in terms of the projection matrix and the extended Kalman filter (EKF) for 
simultaneous consideration of vibration mitigation and time-invariant parameter identifica-
tion of building structures without the knowledge of the external excitations (He et al. 2014). 
The efficiency and accuracy of this approach is then numerically confirmed and experimen-
tally validated via a five-story building structure equipped with magneto-rheological (MR) 
dampers (He et al. 2016). Taking into consideration that structural damage may occur dur-
ing an extreme event and the structural parameters of damaged components actually vary 
with time during the event and to ensure that the control performance does not deteriorate 
with varying structural parameters, this chapter finally presents a real-time integrated sys-
tem of health monitoring and vibration control to accurately identify time-varying struc-
tural parameters without knowing excitations on the one hand, and to effectively reduce 
excessive vibrations of the building structure with time-varying structural parameters on 
the other hand (Xu et al. 2015).
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15.2  FORMULATION OF INTEGRATED SYSTEM 
WITH TIME-INVARIANT PARAMETERS

When a building structure is subjected to external excitations, such as a severe earth-
quake or strong wind, extensive vibration of the building structure may be induced. For 
the purpose of vibration mitigation, various control devices, as introduced in Chapter 4, 
can be employed and some control algorithms, as described in Chapter 9, can be utilised 
for the determination of control forces. The second-order differential equation of motion 
of the controlled building structure with n  degrees of freedom (DOFs) can be given as 
follows:

 
Mx Cx Kx f�� �t t t t t( ) + ( ) + ( ) = ( ) + ( )jj jj∗ ∗ f

  
(15.1)

where: 
 M , C  and K   represent the mass, damping and stiffness matrices of the building 

structure, respectively 

 ��x( )t , �x( )t  and x (t )  denote structural acceleration, velocity and displacement response 
vectors, respectively 

 f*( )t   is the control force vector 
 f (t )  is the external excitation vector 

 jj∗  and φ    denote the influence matrices associated with f*( )t  and f (t ), 
respectively

Although the vibration control system is used for mitigating structural vibration and try-
ing to keep the structure in a healthy state, it is still inevitable that damage may occur to 
some structural members due to a severe earthquake or strong wind. If damage does occur 
to some structural members, the control forces should be adjusted accordingly because the 
structural parameters of the damaged structural members will be employed in the deter-
mination of the control force so as to maintain control efficiency in active, semi-active or 
hybrid control. The structural parameters of the damaged structural members are assumed 
to be invariant (constant) in this section while the time-varying structural parameters will 
be considered in the last section of this chapter. Moreover, the structural state vectors, such 
as displacement and/or velocity, are often required for the determination of the control 
force. However, in many situations, it is almost impossible to obtain complete measure-
ments of the structural responses because of the limitation of sensor numbers and the dif-
ficulty of sensor installation in some particular locations. The classic EKF method provides 
a possible way to identify the structural parameters and state vectors of a structure when 
the control forces and external excitations, shown on the right side of Equation 15.1, are 
both considered as known information . The control forces could be easily obtained by 
installing force transducers associated with the control devices and thus could be assumed 
to be known in this study. However, in consideration of practical limitations, the external 
excitations applied in the controlled building structure, such as earthquakes and winds, 
are assumed to be unknown in this study. Since the external excitations are not avail-
able, the classic EKF method cannot be directly employed. An integrated vibration control 
and health monitoring approach, based on the projection matrix and the EKF method, 
is proposed in this study for constant parameter and excitation identification as well as 
vibration mitigation. The formula of the proposed approach is presented in the following 
subsections.
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15.2.1  Identification of constant structural 
parameters and excitations 

Consider an extended state vector consisting of structural displacement, velocity and struc-
tural parameters to be identified as

 
Z x xt t t

T T T T

( ) = ( ) ( )





� qq
  

(15.2)

in which θ   is an m -unknown parametric vector composed of structural stiffness and damp-
ing coefficients. As the unknown parameters are assumed to be constant during the event, 
that is, �qq = 0, one can obtain the following nonlinear state equation:
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Let ˆ
|Zk k  and ˆ

|fk k , respectively, be the estimates of Z k   and f k   at time t  = k  ·  Δ t  with Δ t  the 
sampling interval. Equation 15.3 can be linearised with respect to ˆ

|Zk k  and ˆ
|fk k  as follows:

 
u Z f fk k k k k k k k k k k k k kk t, , , , , ,* k t∆ ∆( ) = ( ) + −( ) +u Z f f U Z Z Bˆ ˆ ˆ

| |
*

| | |kk k k kf f−( )ˆ
|

  
(15.4)
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Substituting Z Z Z
u Z f fk k k

k k k
t

d
dt

k t+ − = = ( )1

∆
∆, , ,*  into the left side of Equation 15.4, one 

obtains
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(15.7)

The discretised observation equation associated with Equation 15.1 at time t  = k  · Δ t  can be 
described as

 y Kx Cx f v h Z f vk k k k k k k k= + − + = − +� jj jj( )   (15.8)
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where:
yk   is the measurement vector,  and is equal to − +Mx f��k kjj* *

 h (Z k  )is a combination of state vector and is equal to Kx Cxk k+ �  
 v k    is the measurement noise vector assumed to be a Gaussian white noise vector with 

zero mean and a covariance matrix E k j
T

k kj[ ]v v R= δ , where δkj  is the Kroneker 
delta 

It can be found from Equation 15.8 that there are two variable vectors Z k   and f k   to be pre-
dicted and estimated. Consequently, Equation 15.8 is a multiple regression equation, which 
means the classic EKF method cannot be directly applied. To transform the multiple regres-
sion problem described by Equation 15.8 to a single regression problem, a straightforward 
way in terms of the projection matrix is proposed here.

From Equation 15.8, one can obtain

 jjf y h Z vk k k k= − + +( )   (15.9)

By assuming that the number of observed DOFs is larger than the number of excitations, the 
closest solution of f k   in Equation 15.9 can then be given by the following equation through 
least-square estimation (LSE)

 
f y h Z vk LS

T T
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−
jj jj jj

1

  
(15.10)

The error of the solution from Equation 15.10 is given by
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(15.11)

where:
 I n   is the n  ×   n  identity matrix

The matrix φ  (φ  T φ  )−1 φ  T  is the projection matrix that projects the vector [−y k   + h (Z k  ) + v k  ] 
onto the space spanned by the columns of φ  .

As a limit, the error in Equation 15.11 tends to be zero, leading to

 FF FF FFy h Z vk k k= +( )   (15.12)

where 𝚽   = I n   − φ  (φ  T φ  )−1 φ  T  for simplicity of presentation. 
It is noted that the projection matrix and naturally the matrix 𝚽   has two properties: (1) 

𝚽   is a symmetric matrix, that is, 𝚽  T  =  𝚽  ; and (2) 𝚽  2  =  𝚽  .
It can be found from Equation 15.12 that the multiple regression equation expressed by 

Equation 15.8 is transformed into a simple regression equation.
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It is obvious from Equation 15.10 that if the estimate vector ˆ
|Zk k  of Z k   at the k th time 

step is obtained, the unknown excitation could be accordingly determined as
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(15.13)

Let ˆ
|Zk k+1  be the priori estimate of state Z k     +   1 , and linearise h (Z k     + 1 ) with respect to ˆ

|Zk k+1 :
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The priori estimation state ˆ
|Zk k+1  could be given according to first-order Taylor expansions:
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It should be noted that integrating the actual nonlinear equation, that is, Equation 15.3, 
forward at each sampling interval is usually implemented in the EKF approach to determine 
ˆ

|Zk k+1  for the purpose of improving the accuracy of the estimate. The priori estimation 
error εk k+1|  of the unknown state vector Z k     + 1  at time t  = (k  + 1)∆ t  can then be obtained by 
the combination of Equation 15.7:
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in which Uk k|  and Bk k|  are defined in Equations 15.5 and 15.6, respectively. 
By combining Equations 15.6, 15.10 and 15.13, the second term on the right side of 

Equation 15.17 can be transformed as
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(15.18)

in which Hk k|  can be calculated according to Equation 15.15 when Z Zk k k= ˆ
| . Substituting 

Equation 15.18 into Equation 15.17, one obtains
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where
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The priori estimation error covariance can then be calculated as
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(15.21)

Based on Equation 15.12, the recursive solution for the posteriori estimation state can be 
given as
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in which G k     + 1  denotes the EKF gain matrix at the (k  + 1)th time step. The posteriori estima-
tion error εk k+ +1 1|  of the unknown state vector Z k     + 1  at time t  = (k  + 1)∆ t  can then be calcu-
lated as
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Similarly, the posteriori estimation error covariance can then be found as
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(15.24)

To obtain the optimal value of the gain matrix G k     + 1  that can minimise the estimation error 
covariance Pk k+ +1 1|  at time t  = (k  + 1)∆ t , the differentiation of Pk k+ +1 1|  in Equation 15.24 with 
respect to G k     + 1  produces
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By setting the value of the partial derivative to zero, one can obtain
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It can be found that the corresponding two sets of equations for EKF with unknown excita-
tions, that is, time update equations, including Equations 15.16 and 15.21, as well as mea-
surement update equations, including Equations 15.22, 15.24 and 15.26, are established. 
The unknown loadings at the current time step can then be identified according to Equation 
15.13 by using the state vectors estimated through these two sets of equation. Notably, if 
the excitations are all assumed to be known, the matrix Φ   would be equal to an identity 
matrix I  and the aforementioned two sets of equations reduce to the classical EKF method.

The presented algorithm can identify the unknown external excitations and time-invari-
ant structural parameters simultaneously, and the flowchart of the proposed algorithm for 
the identification is shown in Figure 15.1.

15.2.2  Structural vibration control with identified 
time-invariant parameters

In this study, vibration control is also simultaneously considered for a building structure. 
MR dampers rather than semi-active friction dampers are used in this instance because MR 
dampers are more appropriate for large civil structures. A variety of semi-active control 
strategies for adjusting the properties of MR dampers for the purpose of seismic control 
have been proposed and investigated (Dyke et al. 1996; Dyke and Spencer 1997; Jansen and 
Dyke 2000; Xu et al. 2000; Ou 2003). Here, a switching control algorithm is considered 
and can be expressed as follows (Ou, 2003):
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where:
 u d   is the MR damper force
 c d   is the damping coefficient determined by the viscosity of MR fluid
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 fd
max  and fd

min   denote the maximum value and minimum value of the frictional forces 
which are related to the yielding shear stress and can be achieved by 
adjusting the applied field respectively

 ė  is the velocity of the MR damper
 u    is the optimal control force determined by the linear quadratic 

Gaussian (LQG) control algorithm

In case the optimal control force and the structural motion are in opposite directions, the 
maximum level of the current is applied to obtain the maximum frictional force fd

max  for the 
purpose of mitigating vibration as much as possible. Otherwise, the commanded current is 
set to zero and thus the minimum frictional force fd

min  is achieved.
Since the structural parameters and the state vectors of a structure are estimated in 

Section 15.2.1, they can be used for determining the desirable optimal control force u  in the 
LQG control algorithm:

 u R B P X= − −1 T { }   (15.28)

where P  is the solution of the classical Riccati equation:

Initial values: Ẑ 
0|0 , P0|0, f0

Calculate measurement vector

k = k + 1

Calculate the priori estimation state

Calculate the priori estimation error covariance

Obtain the gain matrix

Determine the posteriori estimation state

Determine the posteriori estimation error covariance

Estimate the unknown external excitations

yk+1 = –Mẍk+1 + j*f*k+1

Pk+1|k = A1Pk|k AT
1 +A2R

k AT
2

Pk+1|k+1 = (I–Gk+1 FHk+1)Pk+1|k (I–Gk+1 FHk+1)T + Gk+1FRk+1FGk
T

+1

Gk+1 = Pk+1|k HT
k+1|k F (F(H  k+1|k  Pk+1|k H

T
k+1|k +Rk+1)F)–1

g(Ẑ 
k|k , f̂ k|k, f*k,t)dtẐ 

k+1|k =   Z ˆ
k|k +ò

(k+1)∆t  

k∆t  

Ẑ 
k+1|k+1 =   Z ˆ

k+1|k + Gk+1 [Fyk+1 – Fh(Ẑ 
k+1|k)]

f̂ k+1|k+1 = (jTj)–1 jT[–yk+1 +h(Ẑ 
k+1|k+1)]

Figure 15.1   Flowchart of the proposed method for identifying time-invariant structural parameters and 
unknown excitations.
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 PB R BP A P PA Q 0T T− − − − =1

  (15.29)

in which Q  and R  are the weighting matrix for the structural response and the control 
force, respectively.

As mentioned before, the estimated state vectors are used for the determination of the 
control force, leading to the matrices A  and B  as well as the vector X :
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(15.30)

where:
 K id   and C id   denote the identified stiffness and damping matrix

 x id   and �xid  denote the estimated structural displacement and velocity

The flowchart of the proposed semi-active vibration control using MR dampers is shown 
in Figure 15.2.

15.2.3  Implementation procedure of integrated 
system with time-invariant parameters

Based on the equations presented in the previous two subsections, the integrated procedure 
can be implemented for time-invariant structural parameter identification, excitation iden-
tification and vibration control of a building structure step-by-step as follows:

k = 0

k = k + 1

Form coefficient matrices

Determine the desirable optimal control force u

Determine the MR damper force

ud =

Vibration control

Calculate P– by solving

P–B–  T  –R–1   –BP––– AT P––P––A––Q = 0

Ā = ; B– = ; X– =0 0I
–M–1 Kid M–1 j*

xid

xid
–M–1 Cid

u = ––R–1– BT  –P(   –X)

(ue ≥ 0)

(ue < 0)cd e + f dmax sgn (e)

cd e + f dmin sgn (e)

Figure 15.2   Flowchart of semi-active control with MR damper.
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 Step 1:  Calculate the observation equation based on the measured acceleration 
responses and MR damper forces.

 Step 2: Determine the priori estimation state ˆ
|Zk k+1  according to Equation 15.16.

 Step 3:  Determine the priori estimation error covariance Pk k+1|  using Equation 15.21.
 Step 4: Obtain the gain matrix G k     + 1  according to Equation 15.26.
 Step 5: Obtain the posteriori estimation state ˆ

|Zk k+ +1 1  according to Equation 15.22.
 Step 6:  Update the posteriori estimation error covariance Pk k+ +1 1|  by Equation 15.24.
 Step 7: Estimate the unknown excitations ˆ

|fk k+ +1 1  according to Equation 15.13.
 Step 8:  Form the coefficient matrices according to Equation 15.30 with the aid of 

the estimated state ˆ
|Zk k+ +1 1  determined in Step 5.

 Step 9:  Calculate P  by solving Equation 15.29 and determine the optimal control 
force according to Equation 15.28.

 Step 10:  Determine the MR damper force according to Equation 15.27.

It is clear that in the proposed integrated approach, the identified structural parameters 
and responses are employed in the control devices and control algorithm on the one hand, 
and the measured control forces are used for parameter and excitation identification on the 
other hand. A schematic diagram for the implementation of such integrated health monitor-
ing and vibration control system for a building structure is shown in Figure 15.3.

15.3  NUMERICAL INVESTIGATION OF INTEGRATED 
SYSTEM WITH TIME-INVARIANT PARAMETERS

To investigate the feasibility and reliability of the proposed integrated vibration control 
and health monitoring system with time-invariant parameters, a five-story shear building 
structure equipped with MR dampers is considered and shown in Figure 15.4. The mass 

External excitations

Building structure

Sensory system

Data acquisition system

Data transmission system
As shown in Figure 15.2As shown in Figure 15.1

Control algorithmCalculate observation equation

Identify unknown excitations

Identify structural parameters

Damage detection

Control devices

Control forces

Vibration control

Figure 15.3   Schematic diagram of the implementation of the integrated system with time-invariant 
parameters.
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and stiffness coefficients of each floor are, respectively, set as 60 kg and 2.6  ×  105  N/m. The 
Rayleigh damping assumption with the proportional coefficient of α   = 0.2 s−1  for the mass 
matrix and β   = 2.5  ×  10−4  s for the stiffness matrix is used to construct the damping matrix. 
Three MR dampers are employed and, respectively, installed on the first, second and fifth 
floor. The parameters for the MR dampers are set as c d   = 5.5 N· s/m, fd

max .= 1 29 103×  N and 
fd

min .= 251 5 N. The structural damage is simulated by removing the additional columns 
from the original building model, as shown in Figure 15.4. In this numerical investigation, 
four damage scenarios are considered:

 Case 1:  One additional column is removed from the first floor (10% damage occurs 
on the first floor)

 Case 2:  Two additional columns are removed from the first floor (20% damage 
occurs on the first floor)

 Case 3:  Two additional columns on the first floor and one additional column on the 
third floor are removed (i.e. 20% damage occurs on the first floor and 10% 
damage occurs on the third floor)

 Case 4:  The additional columns on the first floor and third floor are all removed 
(i.e. 20% damage occurs on the first floor and third floor).

In this numerical investigation, the controlled building structure is subjected to the 
scaled Kobe earthquake with a peak acceleration of 0.84 m/s2 . The corresponding struc-
tural responses are determined by the state-space method with a time interval of 0.001 s. 
The acceleration of each floor and the three MR damper forces are measured and known 

MR damper

Additional
columns

Accelerometers

MR damper

MR damper

Ground excitation

Figure 15.4   Five-story shear building structure with MR dampers.
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for damage detection and vibration control. For practical consideration, all the structural 
response measurements are simulated by the theoretically computed responses superim-
posed with the white noise time history of a 2% noise-to-signal ratio in terms of root mean 
square (RMS).

The influence matrix φ   associated with the unknown ground excitation is 
φ   =  −M · [1 1 1 1 1]T . The unknown quantities to be identified are (1) the extended state vector 
Z = [ ]x x x x k k

T
1 5 1 5 1 5,..., , ,..., , ,..., , ,� � α β  where x i  , �xi  and k i  denote the displacement, velocity 

and stiffness of the i th floor, respectively; and (2) the unknown ground acceleration ��xg t( )
The initial values of the stiffness, α  and β  are set as 1.2  ×  105  N/m, 0.01 s−1  and 1  ×  10−4  s, 

respectively. The covariance matrix of the measurement noise is chosen as R  = 0.1  ×  I .
By using the proposed integrated approach, the unknown structural parameters in the 

aforementioned four damage cases can be identified and the results are listed in Table 15.1. 
It can be seen from Table 15.1 that the values of the identified parameters are in excellent 
agreement with the corresponding actual values. Taking Case 4 as an example, the identi-
fied parameters during the earthquake are plotted in Figure 15.5 as solid lines, whereas the 
actual ones are shown as dashed lines. Only the identified results of k 1 , k 3 , k 5  and α  are plot-
ted in Figure 15.5 for demonstrative purposes. Similar results can also be obtained for the 
rest of the parameters. For ease of comparison, the irregular scale for the x -axis is selected 
in Figure 15.5. It is obvious that the identified structural parameters can be promptly and 
stably converged to the actual ones, which means that the proposed approach is capable of 
identifying structural parameters accurately and quickly.

The unknown ground excitation can also be identified by the proposed integrated 
approach. The time history of identified seismic input is plotted in Figure 15.6 as a solid 
curve, whereas the dashed curve is the actual one. Only the time segment from 4 to 5 s is 
shown in Figure 15.6 for clarity of comparison. It can be seen that the ground excitation can 
be identified accurately.

Furthermore, based on the proposed integrated approach and the identified structural 
parameters and excitation, the structural vibration can be simultaneously reduced with the 
aid of MR dampers. To demonstrate the control performance, the maximum acceleration 
and displacement responses of the building model in the cases with control and without con-
trol are given in Table 15.2 for comparison. As shown in Table 15.2, s i   and a i   (i  = 1, 2, … , 5) 
are the peak displacement and acceleration of the i th floor, respectively. It can be seen from 
Table 15.2 that the structural vibration is significantly reduced. Moreover, a comparison of 
the time histories of the displacement and acceleration responses on the top floor is given in 
Figure 15.7. Only the building model in Case 4 is plotted as an example. It can be seen in 

Table 15.1  Comparison of the identified structural parameters

Case 1 Case 2 Case 3 Case 4 

Identified 
Relative 
error (%) Identified 

Relative 
error (%) Identified 

Relative 
error (%) Identified 

Relative 
error (%) 

k 1 2.339  ×  105 0.04 2.079  ×  105 0.05 2.082  ×  105 0.10 2.081  ×  105 0.05
k 2 2.599  ×  105 0.03 2.598  ×  105 0.07 2.602  ×  105 0.07 2.597  ×  105 0.12
k 3 2.598  ×  105 0.07 2.601  ×  105 0.03 2.342  ×  105 0.08 2.079  ×  105 0.05
k 4 2.602  ×  105 0.07 2.597  ×  105 0.12 2.603  ×  105 0.12 2.602  ×  105 0.07
k 5 2.603  ×  105 0.12 2.602  ×  105 0.07 2.601  ×  105 0.03 2.598  ×  105 0.07
α 0.201 0.5 0.201 0.5 0.199 0.5 0.201 0.5
β 2.499  ×  10−4 0.04 2.498  ×  10−4 0.08 2.499  ×  10−4 0.04 2.501  ×  10−4 0.04
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Figure 15.5   Comparison of the identified structural parameters.
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Figure 15.6   Comparison of identified ground excitation.

Table 15.2  Comparison of the peak responses of the building model

s i   (mm) a i   (m/s2 )

s 1 s 2 s 3 s 4 s 5 a 1 a 2 a 3 a 4 a 5 

Case 1 Without control 4.01 7.26 9.96 11.91 12.92 1.48 2.44 3.31 3.94 4.48
With control 2.13 3.87 5.28 6.29 6.82 0.91 1.52 1.92 2.26 2.55

Case 2 Without control 4.53 7.71 10.23 11.95 12.83 1.89 2.92 3.65 4.16 4.30
With control 2.15 3.68 4.91 5.75 6.19 1.02 1.64 2.01 2.32 2.45

Case 3 Without control 4.41 7.51 10.26 11.96 12.79 1.92 2.96 3.58 4.04 4.16
With control 2.05 3.51 4.81 5.60 6.01 1.01 1.63 2.05 2.35 2.49

Case 4 Without control 4.05 6.95 9.88 11.52 12.37 1.74 2.73 3.31 3.87 4.16
With control 1.89 3.25 4.63 5.41 5.78 0.93 1.56 2.01 2.38 2.53
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Figure 15.7 that the structural vibration is substantially attenuated. Similar results can be 
obtained from the other cases.

The results obtained from this numerical example demonstrate that the proposed inte-
grated vibration control and health monitoring approach can not only satisfactorily identify 
the time-invariant structural parameters and unknown ground excitation but also simulta-
neously suppress the excessive vibration in an effective way.

15.4  EXPERIMENTAL INVESTIGATION OF INTEGRATED 
SYSTEM WITH TIME-INVARIANT PARAMETERS

15.4.1 Experimental setup

To experimentally investigate the performance of the proposed integrated system for dam-
age detection and vibration control of a building structure, a five-story building model was 
designed and built in the Structural Dynamics Laboratory of The Hong Kong Polytechnic 
University, as shown in Figure 15.8. The building model consisted of five rigid plates of 
850  ×  500  ×  16 mm and four equal-sized rectangular columns of cross section 50  ×  6 mm. 
The total height of this building model was 1750 mm, with the height of each story being 
identical. The cross section of the column was arranged in such a way that the stiffness of 
the building model in the y-direction was much larger than that in the x-direction. Each 
steel floor plate was highly rigid in the horizontal direction compared with the columns, 
which led to a shear-type deformation. Four additional columns of the cross section of 
10  ×  6 mm were added in the building model to simulate damage when they were symmetri-
cally cut off in some stories. Each column was embedded into and welded to the plates to 
ensure that rigid joints formed at the connections. All of the columns on the first floor were 
eventually welded to a thick steel plate that was in turn bolted firmly to a shaking table. 
A series of silicon oil dampers were designed and installed between each of the adjacent floor 
plates to increase the structural damping. As can be seen from Figure 15.8, the lumped mass 
for each floor was composed of the masses of the plate, columns, oil damper, MR damper 
and the auxiliary for connecting the dampers to the plate. With the measurement of each 
component, the mass matrix for the building model can be determined as M  = diag [67.955, 
61.918, 56.837, 63.079, 59.922] (unit: kg) in which diag[· ] denotes a diagonal matrix. The 
Rayleigh damping assumption was used to construct the damping matrix in this study.

The building model was fixed on a shaking table of 3  ×  3 m, which was built by MTS 
Corporation. During the tests, the structural acceleration response of each floor was 
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Figure 15.7   Comparison of the time histories of structural responses.
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measured by a piezoelectric accelerometer with a sampling frequency of 1000 Hz. The 
ground acceleration induced by the shaking table was also measured by the accelerometer 
and used for a comparison with the identified one. Moreover, the force transducers were 
placed in a series with the MR dampers to measure the control forces, which were then used 
for parameter and excitation identification. The displacement response of each floor was 
also obtained but only utilised for assessing the control performance.

Three MR dampers (RD-1097-01) manufactured by the Lord Corporation, United 
States, were, respectively, installed on the first, second and fifth floor, and used to pro-
vide the control forces to the building model. To achieve the best performance of the MR 
damper, the Rheonetic Wonder Box device controller kit (RD-3002-03) designed by the 
Lord Corporation was used along with the MR damper. The output current supplied to 
the MR damper by the Rheonetic Wonder Box device depended on the command voltage 
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Figure 15.8   Configuration of the five-story building model: (a) elevation view (unit: mm), (b) plane view (unit: 
mm) and (c) photograph on the model.
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(the input voltage) from the computer. Through the calibration of the Wonder Box device 
(see Figure 15.9), it was found that the output current of the device could reach its saturation 
value when the input voltages were larger than a certain value (about 1.8 V). Therefore, the 
maximum and minimum input voltages were set to be 1.8 and 0 V, respectively. A Simulink 
model was built, and a dSPACE real-time simulator and control system was employed to 
process and analyse the aforementioned measurements and provide the desired control sig-
nals according to Equation 15.27.

15.4.2 Damage scenarios

The static tests of the building model, as shown in Figure 5.10, were first conducted to 
determine the structural stiffness in the cases without and with additional columns. As the 
number of the calibrated mass block increased, the increased deformation of the building 
model in the x-direction was recorded by dial gauges and used for the determination of the 
structural stiffness. The measured results are given in Table 15.3.

Since structural damage usually results in a reduction in structural stiffness, the damage 
was simulated in this study by symmetrically cutting off the additional columns in certain 
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Figure 15.10   Static tests of the building model: (a) without additional columns and (b) with four additional 
columns.
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stories as shown in Figure 15.11. One advantage of such a damage pattern is that the mass 
remains unchanged while the structural stiffness is reduced. In this experimental study, four 
damage scenarios were considered. In Case 1, two additional columns in the symmetrical 
position of the first floor were cut off; in Case 2, the remaining two additional columns (i.e. 
all of the four additional columns) in the first floor were cut off; in Case 3, two additional 
columns in the third floor were cut off; in Case 4, four additional columns in the third floor 
were cut off.

In each of the aforementioned four damage scenarios, hammer tests were carried out to 
capture the properties of the building model when the MR dampers were removed, as shown 
in Figure 15.12. The impact force was applied on the top floor of the building model and the 
acceleration response of each floor was measured. The modal parameters of the building, 
including its natural frequencies, damping ratios and modal shapes, were identified based 
on the analysis of the corresponding frequency response functions. Since the mass of the 
MR damper was 0.525 kg only, the loss of the total mass of each floor was relatively small 
as compared with the original building model. Moreover, the stiffness provided by the MR 
damper was quite limited. For these reasons, the variations in the natural frequencies caused 
by the removal of the MR dampers could be small. The first two natural frequencies and 
damping ratios of the building model in the four damage cases are shown in Table 15.4.

15.4.3 Implementation of identification and control algorithms

After the MR dampers were installed in the building model, the integrated system was 
established and the shaking table tests could be conducted for the aforementioned four dam-
age cases. The dSPACE real-time simulator and control system was employed to realise the 
integration of damage detection and vibration control of the building model as schematically 

Table 15.3  Measured stiffness of the building model

k 1  (N/m) k 2  (N/m) k 3  (N/m) k 4  (N/m) k 5  (N/m) 

Without additional columns 2.181  ×  105 2.085  ×  105 2.107  ×  105 2.166  ×  105 2.213  ×  105 
With two additional columns 2.418  ×  105 2.323  ×  105 2.363  ×  105 2.412  ×  105 2.483  ×  105 
With four additional columns 2.657  ×  105 2.576  ×  105 2.619  ×  105 2.639  ×  105 2.713  ×  105 

Figure 15.11   Damage pattern in the experiment.
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shown in Figure 15.13. It can be seen that the dSPACE real-time simulator and control sys-
tem consists of three processing blocks: (1) DS2003 (A/D) block that is used for receiving 
analogue signals from sensors and transforming them to digital signals; (2) DS2102 (D/A) 
block that is used for transforming digital signals to analogue signals and then sending them 
to the control devices; and (3) the algorithms written using the MATLAB/Simulink block 
program, which are used to identify the structural parameters and unknown excitations, as 
well as to create the corresponding control forces.

Use of the dSPACE central processing unit (CPU) and access to its memory can be realised 
by means of the main program ControlDesk of dSPACE, which offers an automatic imple-
mentation of the MATLAB/Simulink block program on the host computer via Real-Time 
Interface (RTI) and provides a real-time interactive data display and visualisation. Some 
details on how to build the Simulink model on the basis of the associated block programs 
are shown in Figure 15.14. It should be pointed out that each block marked by the bold 
line stands for the corresponding subsystem as shown in Figure 15.14b and c and it is built 
according to the equations given in Section 15.2.

After implementing the proposed identification and control algorithms, the shaking 
table tests were conducted. Two sets of earthquakes, that is, the Kobe earthquake and the 
Northridge earthquake, were considered in this experimental investigation. The structural 
parameter and earthquake identification results and the control performance under these 
two earthquakes are given in the following subsections.

Impact
force

Figure 15.12   Hammer tests of the building model without MR dampers.

Table 15.4  Properties of the model determined by the hammer test

Natural frequencies Damping ratios 

f 1  (Hz) f 2  (Hz) ζ 1  (%) ζ 2  (%)
Case 1 2.907 8.533 0.86 1.03
Case 2 2.845 8.408 0.89 1.08
Case 3 2.813 8.346 1.01 1.09
Case 4 2.782 8.283 1.09 1.15
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15.4.4  Damage detection and vibration control 
under Kobe earthquake

The scaled Kobe earthquake with a peak acceleration of 0.84 m/s2  was employed as the 
seismic input. The initial values for the identification of the structural stiffness and Rayleigh 
damping coefficients were assigned as 1.2  ×  105  N/m, 0.01 s−1  and 1  ×  10−4  s, respectively. 
The building model was static before the test and thus the initial values for the ground 
excitation and structural responses were all assumed to be zero. Since the seismic input was 
used and assumed to be unknown, the excitation influence matrix φ   in Equation 15.1 was 
equal to −M · [1 1 1 1 1]T . As mentioned before, the structural acceleration responses and the 
MR damper forces were all measured and thus the observation equation could be calculated 
according to Equation 15.8 for the real-line parameter and excitation identification. The 
estimated structural parameters and the system states were then used for the vibration con-
trol based on the procedures described in Section 15.2.3. The aforementioned four damage 
cases were considered, and the identified structural stiffness under the Kobe earthquake are 
given in Table 15.5. By comparing the values of the identified stiffness with those obtained 
from the static tests, it can be found from Table 15.5 that the proposed approach is capable 
of identifying the structural stiffness satisfactorily. Taking Case 4 as an example, the iden-
tified stiffness during the earthquake is presented in Figure 15.15 as a solid line, whereas 
that determined by the static test is shown as a dashed line. It can be seen that the identified 
results from the proposed integrated approach can be stably converged to the measured ones.

By using the proposed approach, the Rayleigh damping coefficients can also be estimated. 
However, the values of Rayleigh damping coefficients are usually small and not easily 
assessed. Thus, the first two damping ratios, which are determined based on the identified 
Rayleigh damping coefficients and the first two natural frequencies as shown in Table 15.4, 
are used for ease of comparison. The identified results are given in Table 15.6. It can be 
seen that, as compared with the results obtained from the hammer tests (see Table 15.4), the 
identified results by means of the proposed approach are still acceptable.

Building model

MR dampers
Sensors

DS2003 (A/D) block

Simulink and ControlDesk

DS2102 (D/A) block

dSPACE real-time
simulator and 
control system

Rheonetic Wonder 
Box device

Seismic input

Figure 15.13   Schematic diagram of the integrated system.
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Figure 15.14   MATLAB/Simulink block diagrams of the implementation of the integrated system: (a) block 
diagram of identification and control integration, (b) block diagram for identification in Sub1 
and (c) block diagram for control in Sub2.

Table 15.5  Identified structural stiffness (under the Kobe earthquake)

k 1 k 2 k 3 k 4 k 5 

Case 1 Identified (N/m) 2.389  ×  105 2.601  ×  105 2.533  ×  105 2.604  ×  105 2.742  ×  105 
Relative error (%) 1.20 0.97 3.28 1.32 1.06

Case 2 Identified (N/m) 2.147  ×  105 2.619  ×  105 2.535  ×  105 2.608  ×  105 2.684  ×  105 
Relative error (%) 1.51 1.67 3.21 1.17 1.07

Case 3 Identified (N/m) 2.111  ×  105 2.638  ×  105 2.388  ×  105 2.662  ×  105 2.765  ×  105 
Relative error (%) 3.16 2.41 1.06 0.87 1.92

Case 4 Identified (N/m) 2.086  ×  105 2.675  ×  105 2.142  ×  105 2.663  ×  105 2.783  ×  105 
Relative error (%) 4.31 3.84 1.64 0.91 2.58
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Besides the identification of structural parameters, the unknown ground motion can also 
be simultaneously identified by the proposed approach. Also, taking Case 4 as an example, 
the time history of the identified ground excitation is plotted in Figure 15.16 as a dashed 
curve, whereas the solid curve is the corresponding measured ground excitation obtained 
directly from the accelerometer. Only the segment from 4 to 8 s is shown in Figure 15.16 for 
clarity of comparison. It can be found from Figure 15.16 that the identified ground excita-
tion has a good agreement with the measured one.
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Figure 15.15   Identified structural stiffness under Kobe earthquake.

Table 15.6  Identified damping ratios (under the Kobe earthquake)

Case 1 Case 2 Case 3 Case 4 

ζ 1  (%) 0.67 0.86 0.82 1.06
ζ 2  (%) 0.28 0.45 0.88 0.89
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Figure 15.16   Comparison of the identified Kobe ground excitation.
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Furthermore, based on the proposed integrated approach, the structural vibration can be 
significantly reduced with the aid of MR dampers. Two sets of shaking table tests, when the 
building model was equipped with and without MR dampers, were conducted. The afore-
mentioned four damage scenarios were considered. The switching control law introduced in 
Section 15.2.2 was employed to adjust the properties of the MR dampers. The maximum 
acceleration and displacement responses of the building model under the Kobe earthquake 
are given in Table 15.7 for comparison. si  and ai  (i  = 1, 2, … , 5) are the peak displacement 
and the acceleration of the i th floor obtained from the sensors, respectively. It can be seen 
from Table 15.7 that the structural vibration is significantly reduced. Moreover, the com-
parison of the time histories of the measured displacement and acceleration of the top floor 
are shown in Figure 15.17. Only the building model in Case 4 is plotted as an example. 
Similar results can be obtained from the other cases.

15.4.5  Damage detection and vibration control 
under Northridge earthquake

To investigate the robustness of the proposed integrated system, shaking table tests of 
the building model under the scaled Northridge earthquake with a peak acceleration of 
2.28 m/s2  were conducted. The aforementioned four damage scenarios were considered. 

Table 15.7  Peak responses of the building model under the Kobe earthquake

si  (mm) ai  (m/s2 )

s̄ 1 s̄ 2 s̄ 3 s̄ 4 s̄ 5 ā 1 ā 2 ā 3 ā 4 ā 5 

Case 1 Without control 5.83 9.22 12.58 14.74 14.65 1.95 3.09 4.12 4.66 4.80
With control 3.45 4.19 5.17 5.69 5.79 1.11 1.37 1.30 1.45 1.61

Case 2 Without control 6.22 9.40 12.45 14.31 15.14 1.97 2.93 3.67 4.17 4.35
With control 3.53 4.24 5.19 5.70 5.77 1.12 1.35 1.31 1.46 1.67

Case 3 Without control 5.58 8.36 11.24 12.81 13.47 1.82 2.59 3.22 3.72 3.95
With control 3.41 3.86 4.81 5.39 5.43 1.31 1.42 1.33 1.73 1.70

Case 4 Without control 5.19 7.86 10.88 12.38 13.04 1.59 2.28 2.97 3.53 4.03
With control 3.36 3.81 4.78 5.33 5.36 1.15 1.29 1.21 1.56 1.53
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Figure 15.17   Comparison of the time histories of structural responses with and without control (Kobe 
earthquake).
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Based on the proposed integrated system, the structural stiffness can be identified and 
shown in Table 15.8. It can be found from Table 15.8 that the maximum relative error for 
all the cases is only 4.37%, indicating that the structural stiffness can be identified with 
acceptable accuracy. Similarly, taking Case 4 as an example, the identified stiffness during 
the earthquake is plotted in Figure 15.18 as a solid line whereas that determined by the 
static test is shown as a dashed line. It can be found that the identified results by means 
of the proposed integrated approach can be stably converged to the measured ones. The 
Rayleigh damping coefficients can be simultaneously identified as well, and the first two 
damping ratios determined on the basis of the identified damping coefficient and the first 
two natural frequencies are given in Table 15.9 for ease of comparison. It can be seen from 
Table 15.9 that the identification results of the structural damping are acceptable to some 
extent.

Furthermore, the unknown ground motion can also be identified by the proposed 
approach. By taking Case 4 as an example, the time history of the identified ground 
excitation is shown in Figure 15.19 as a dashed curve, whereas the solid curve is the 

Table 15.8  Identified structural stiffness (under the Northridge earthquake)

k 1 k 2 k 3 k 4 k 5 

Case 1 Identified (N/m) 2.368  ×  105 2.641  ×  105 2.537  ×  105 2.605  ×  105 2.686  ×  105 
Relative error (%) 2.07 2.52 3.13 1.29 1.01

Case 2 Identified (N/m) 2.143  ×  105 2.616  ×  105 2.537  ×  105 2.612  ×  105 2.668  ×  105 
Relative error (%) 1.83 1.55 3.13 1.02 1.66

Case 3 Identified (N/m) 2.095  ×  105 2.626  ×  105 2.392  ×  105 2.599  ×  105 2.756  ×  105 
Relative error (%) 3.89 1.94 1.23 1.52 1.58

Case 4 Identified (N/m) 2.121  ×  105 2.634  ×  105 2.199  ×  105 2.598  ×  105 2.751  ×  105 
Relative error (%) 2.71 2.25 4.37 1.55 1.41
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Figure 15.18   Identified structural stiffness under Northridge earthquake.
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corresponding measured one. Only the segment from 4 to 8 s is shown in Figure 15.19 
for clarity of comparison. It is obvious that the identified ground excitation is close to the 
measured one.

A comparison of the structural responses in terms of the peak acceleration and displace-
ment with and without control is shown in Table 15.10. Four damage scenarios are con-
sidered and the absolute acceleration and displacement measurements obtained from the 
sensors are employed for comparison. It can be found from Table 15.10 that the structural 
vibration can be reduced substantially. Moreover, Figure 15.20 gives a comparison of the 
time histories of the measured displacement and acceleration of the top floor. Only the build-
ing model in Case 4 is plotted as an example. Similar results can be obtained from the other 
cases.

Table 15.10  Peak responses of the building model (under the Northridge earthquake)

si  (mm) ai  (m/s2 )

s̄ 1 s̄ 2 s̄ 3 s̄ 4 s̄ 5 ā 1 ā 2 ā 3 ā 4 ā 5 

Case 1 Without control 5.89 7.85 10.27 12.35 13.64 3.12 3.45 3.44 4.52 5.74
With control 4.66 6.33 8.31 9.64 9.98 1.89 1.95 2.73 3.09 3.41

Case 2 Without control 5.51 7.48 9.84 11.73 12.86 2.85 2.86 3.16 4.18 4.88
With control 4.76 6.36 8.30 9.59 9.92 1.67 1.93 2.62 2.76 3.03

Case 3 Without control 5.38 7.30 9.81 11.66 12.74 2.72 2.61 3.13 3.95 4.71
With control 4.27 5.68 7.81 9.28 9.56 1.71 1.73 2.29 2.27 2.45

Case 4 Without control 5.36 7.18 9.91 11.72 12.78 2.74 2.60 3.02 3.76 4.56
With control 4.12 5.37 7.56 8.94 9.20 1.77 1.69 2.13 2.11 2.26

Table 15.9  Identified damping ratios (under the Northridge earthquake)

Case 1 Case 2 Case 3 Case 4 

ζ 1  (%) 0.68 0.65 0.9 0.75
ζ 2  (%) 0.67 0.54 0.95 0.85
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Figure 15.19   Comparison of the identified Northridge ground excitation.
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15.5  FORMULATION OF INTEGRATED SYSTEM 
WITH TIME-VARYING PARAMETERS

It can be found that the integrated system described in Sections 15.2 through 15.4 is 
capable of effectively mitigating structural vibration and accurately identifying the 
parameters in the damage state without prior knowledge of the external excitations. 
A limitation of this integrated system is that the parameters to be identified should 
be time-invariant during the event. However, even for a building structure with con-
trol devices, structural damage may occur during an extreme event and the structural 
parameters of damaged components actually vary with time during the event. In these 
particular situations, the time-varying structural parameters shall be identified to ensure 
control performance, and the control parameters shall be adjusted accordingly. Thus, 
this section presents a real-time integrated system of health monitoring and vibration 
control to accurately identify time-varying structural parameters and unknown exci-
tations on the one hand, and to optimally mitigate excessive vibration of the building 
structure on the other hand. 

The basic equations for the identification of time-varying structural parameters and 
unknown excitations of a controlled building structure under earthquake excitation are 
presented based on the recursive LSE method as well as measured structural responses and 
control forces. The basic equations for the semi-active control of the building structure with 
MR dampers and clipped optimal displacement control algorithm are put forward based on 
the updated time-varying structural parameters and unknown excitations. The numerical 
algorithm is then followed to perform both identification and control simultaneously. The 
feasibility and accuracy of the proposed method are finally examined through a numerical 
investigation of an example building in the next section.

15.5.1  Identification of time-varying parameters 
and unknown excitation

In this study, the structural mass matrix M  is assumed to be known and constant for sim-
plicity of presentation. Other structural parameters, such as damping and stiffness coeffi-
cients, are time-varying as structural damage occurs with time. Excitations on a controlled 
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building structure can be separated into two parts: control forces and unknown excitations. 
The second-order differential equation of motion of a controlled building structure can also 
be given by Equation 15.1.

Suppose that Z ́  is an m   ×  1 unknown time-varying structural parameter vector, which 
can include both structural stiffness and damping parameters. The unknown time-varying 
structural parameter vector at time t  = k  ×   Δ t  is denoted as Z ́ k  , in which Δ t  is the sampling 
interval.

The observation (measurement) equation associated with Equation 15.1 at time t  = k  ×   Δ t  
can be described as

 ′ = ′ ′ − + ′y H Z f vk k k k kjj   (15.31)

where: 
 y′k is an n × 1 measurement vector that can be expressed as − +Mx f��k kjj* *

 H′k is an n × m observation matrix composed of the measured structural velocity ẋ k 
and displacement responses xk 

 v′k represents an n × 1 noise vector, taking into consideration the model uncertainty 
of the structure and the measurement noise

′vk  represents an n   ×  1 noise vector, taking into consideration the model uncertainty of the 
structure and the measurement noise 

The noise vector can be assumed as a white noise with a normal probability distribution. 
Subscript k  represents the values of matrices or vectors at time t  = k  ×   Δ t .

It can be found from Equation 15.31 that there are two variable vectors ′Ζk  and fk  
to be predicted, which means Equation 15.31 is a multiple-linear regression equation. 
Furthermore, the elements in the predictor variable vectors are time-varying. Therefore, the 
traditional LSE method for solving the simple linear regression equation to find constant 
structural parameters cannot be directly applied.

Equation 15.31 can also be rearranged as follows:

 jjf y H Z vk k k k k= − ′ + ′ ′ + ′   (15.32)

The closest solution of f k   in Equation 15.32 can be given as

 
f y H Z vk LS

T T
k k k k, = ( ) − ′ + ′ ′ + ′( )−

jj jj jj
1

  
(15.33)

Similar to Equation 15.11, the error of the solution from Equation 15.33 is given by

 
err = jj jj jj jj jj jjf f I y H Z vk k LS n

T T
k k k k− = − ( )( ) − ′ + ′ ′ + ′( )−

,

1

  
(15.34)

in which I n   is the n   ×  n  identity matrix, and the matrix φ (φ  T φ ) −1 φ  T  is referred as the projec-
tion matrix. As a limit, the error in Equation 15.34 tends to be zero, leading to

 FF FF FF′ = ′ ′ + ′y H Z vk k k k   (15.35)
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where the matrix Φ   is equal to I n  −φ  (φ  T φ  )−1 φ  T , and the definition and some properties of 
matrix Φ   are also mentioned in Equation 15.12. Obviously, with the proper aforemen-
tioned transformation, the multiple-linear regression equation expressed by Equation 15.31 
is transformed into the simple-linear regression equation expressed by Equation 15.35.

When a structure is being damaged, the structural parameters vary with time. To track 
the parametric variation due to damage with unknown inputs, a simple time-varying cor-
rection factor is introduced. The recursive LSE of Equation 15.35 yields

 
ˆ ˆ ˆ ˆ ˆ′ ′ + ′ ′ − ′ ′( ) = ′ + ′ ′ − ′ ′(= − − − −Z Z K y H Z Z K y H Zk k k k k k k k k k k1 1 1 1FF FF FF ))

  
(15.36)

where:

 ˆ ′Zk  and ˆ ′ −Zk 1   are the estimated values of Z ́  at time t  = k· Δ t  and t  = (k  − 1)·  Δ t , 
respectively 

 ′Kk    is the LSE gain matrix for ˆ ′Zk  at time t  = k ·  Δ t  with a size of 
m   ×  n  

The term FF FF′ − ′ ′ −y H Zk k k
ˆ

1  is known as the correction term.

The current estimation error ′eek  of the unknown parameter vector ′Zk  can be obtained 
as follows:

 

′ = ′ − ′

= ′ − ′ − ′ ′ − ′ ′( )
= ′ − ′ − ′

− −

−

ee

FF FF

k k k

k k k k k k

k k

Z Z

Z Z K y H Z

Z Z K
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ˆ ˆ
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1 1
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= − ′ ′( ) ′ − ′( ) − ′ ′

−

−

H Z v H Z

I K H Z Z K

ˆ

ˆ

1

1 vvk
  

(15.37)

in which I m   is the m   ×  m  identity matrix. If the structural parameters are constants, that 
is, ′ ′ −Z Zk k= 1 , one can then have ′ − ′ = ′ − ′ = ′− − − −Z Z Z Zk k k k k

ˆ ˆ
1 1 1 1ee . However, the structural 

parameters vary with time, for example, a degradation of stiffness when structural damage 
occurs. To track the structural parametric variations and consequently detect structural 
damage on-line, a time-varying correction factor matrix ′llk  is introduced to reflect the 
structural parametric variations as follows:

 ′ − ′ = ′ ′ − ′ = ′ ′− − − −Z Z Z Zk k k k k k k
ˆ ( ˆ )1 1 1 1ll ll ee   (15.38)

in which ′llk  is a diagonal matrix with size m   ×  m . By substituting Equation 15.38 into 
Equation 15.37, the current estimation error ′eek  could be calculated by

 
′ = − ′ ′( ) ′ ′ − ′ ′−ee FF ll ee FFk m k k k k k kI K H K v1   

(15.39)

The estimation error covariance can then be obtained with the notice of Φ   being a sym-
metric matrix:
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  (15.40)

where ′ ′ ′( )R v vk k k
TE=  is the covariance of noise ′vk . Moreover, the estimation error ′ −eek 1  at 

time t  = k·  Δ t  can be assumed to be independent of the noise vector ′vk  at time t  = k·  Δ t , and 
accordingly E Ek k

T
k k

T′ ′( ) = ′ ′( ) =− −v v 0ee ee1 1  in Equation 15.40.

The time-varying correction factor matrix ′llk  can be calculated based on the current 
measurements. It is noted from Equation 15.36 that the current correction term at time 
t  = k·  Δ t  can be calculated based on the current measurements as follows:

 
′ ′ − ′ ′ = ′ ′ − ′( ) + ′ = ′ ′ ′ + ′− − −r y H Z H Z Z v H vk k k k k k k k k k k= FF FF FF FF FF ll ee FFˆ ˆ

1 1 1 kk
  

(15.41)

Hence, the time-varying factor correction matrix ′llk  can be determined by
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To obtain the optimal value of the gain matrix ′Kk  that can minimise the estimation error 
covariance ′Pk  at time t  = k·  Δ t , the differentiation of ′Pk  in Equation 15.40 with respect to 

′Kk  produces
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By setting the value of the partial derivative to zero, one can obtain
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(15.44)

It is noted that ′−Pk 1 , ′Rk  and 𝚽   are the symmetric matrices, the estimation error covariance 
expressed by Equation 15.40 could be simplified in terms of Equation 15.44 as
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Once the estimate value ˆ ′Zk  of the unknown parametric vector is calculated by Equation 
15.36, the estimate value of the unknown excitation vector at time t  = k·  Δ t  can be estimated by

 
ˆ ˆ′ = −( ) ′ − ′ ′( )−
f y H Zk

T T
k k kjj jj jj

1

  
(15.46)

Equations 15.36, 15.42, 15.44, 15.45 and 15.4 form the recursive LSE for identifying both 
time-varying structural parameters and unknown excitations. If all the external excitations 
can be measured and the unknown parametric vector is constant (i.e. the influence matrix 
of the unknown excitation vector φ   in Equation 15.1 is a null matrix leading to FF = In  and 
the time-varying correction factor matrix ′llk m= I ), the proposed algorithm becomes the 
same as the traditional recursive LSE. A flowchart of the proposed recursive LSE algorithm 
for simultaneously identifying the unknown inputs and time-varying structural parameters 
is shown in Figure 15.21.
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K¢k = l¢k P¢k–1 l¢ kT H¢ kT F/ (F(H¢ k  l¢ k  P¢k–1l¢ kT H¢ kT+ R¢ k)F)

k = k + 1

Figure 15.21   Flowchart of the proposed method for simultaneously identifying time-varying parameters and 
unknown inputs.
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15.5.2 Vibration control with identified time-varying parameters

When a building structure is subjected to earthquake excitation, excessive vibration may 
occur and cause damage. Semi-active dampers can be installed in the building structure to 
reduce the excessive vibration and further damage. The vibration control system, including 
sensors, semi-active dampers, data transmission system, data acquisition system, control 
algorithm and data analysis system, should be installed in the building structure to provide 
essential feedback information and form a closed-loop control. The semi-active vibration 
control algorithm is then implemented based on the measured structural responses and the 
identified time-varying structural parameters to generate optimal control forces and achieve 
the maximum building response reduction. The basic equations for the semi-active control 
of the building structure with MR dampers and the clipped optimal displacement control 
algorithm are put forward here based on the updated time-varying structural parameters 
and unknown excitations.

As mentioned before, a number of mechanical models are available to describe the rela-
tionship between the force and motion of an MR damper. For the sake of simplicity, to 
illustrate the integration of structural control and health monitoring, the simple Bingham 
model is adopted here. Similar to Equation 15.27, the relationship between the force P d   and 
velocity �e  of the MR damper can be expressed in the following form (Gavin et al. 1996; Xu 
et al. 2000; Qu and Xu 2001):
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For the fixed-plate-type damper:
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where:
 η   is the viscosity coefficient 
 b   is the width of the rectangular plate 
 h   is the gap between two parallel plates
 L   is the effective axial pole length
 A p    is the cross-sectional area of the piston 
 τ y    represents the yielding shear stress controlled by the applied field 
 P y    is the mechanical friction force in the damper 

Clearly, P d   is a function of the yielding shear stress and it can be controlled through the 
applied field, but C d   is independent of the applied field.

Let us consider a multi-story shear building subjected to earthquake excitation as 
shown in Figure 15.22a; semi-active MR dampers can be positioned between the chevron 
braces and the rigid floor diaphragms to enhance its vibration energy dissipation capacity. 
In consideration of the stiffness of the chevron brace, the mechanical model for the MR 
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damper–chevron brace system can be seen as a damper and a spring connected in series, 
as shown in Figure 15.22b. When considering the MR damper and the chevron brace con-
nected in series, the spring force in the brace is equal to the force on the piston of the 
damper. Equation 15.47 should thus be correspondingly changed to

 
C e F e K u ed i d i d s� �+ ( ) = −( )sgn

  
(15.50)

where: 
 u s   is the relative displacement between the two floors with the damper installed 
 K d   is the horizontal stiffness of the chevron brace 

Notably, since the effect of chevron braces are considered, that is, the semi-active control 
system in this section is the MR damper–chevron brace system, the relative displacement 
of the MR damper on its two ends is not equal to the inter-story shift of the floor. Thus, a 
clipped optimal displacement control strategy (Xu et al. 2000), which is parallel to the clipped 
optimal force control strategy, is employed here to consider the influence of the brace system.

In terms of Equation 15.50, the equation of motion of an n -story frame structure with q  
dampers subject to earthquake excitation can be expressed as
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where: 
 M    is the n   ×  n  mass matrix of the frame structure, which is assumed to be 

constant and known 
 C (t ) and K (t )  are the time-varying structural damping and stiffness matrices, which 

are updated by the health monitoring system with time 

(a) (b)

MR
damper

Sensors

mkj

Kdj
Cdj

Fdj

mkj–1

Damaged
story

Seismic
excitation

Figure 15.22   Schematic diagram of a building structure with MR damper-brace system: (a) sensors and MR 
dampers and (b) mechanical model of MR damper-brace system.
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 K d     is the q   ×  q  diagonal stiffness matrix, of which the element is the stiff-
ness coefficient of the chevron brace 

 q    is the number of stories with MR dampers installed 
 H c     is the n   ×  q  matrix converting the brace stiffness matrix into the global 

coordinate system
 Superscript T  means the transposition of a matrix 
 x , �x  and ��x   are the n  ×   1 displacement, velocity and acceleration vectors of the 

frame structure, respectively 
 e   is the q  ×   1 displacement vector of the MR dampers 
 H c j    is the j th column vector of the matrix Hc  
 x kj   and x kj   −1   are the displacements of the top and bottom floors of the k th story 

where the j th damper is installed

It can be easily found that Equation 15.51 can be written in the same form as Equation 
15.1 by using the following substitutions:

 
jj jj* *= =Ηc d c
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(15.53)

Equation 15.51 can also be replaced by an equivalent first-order differential equation of the 
state-space form:
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Similar to Equation 15.30, the stiffness matrix and damping matrix of the building struc-
ture are constructed using the stiffness coefficients and damping coefficients that are iden-
tified from the health monitoring system in real time. Accordingly, the matrix A MR (t ) in 
Equation 15.55 is reconstructed at each time step of the computation.

A clipped optimal displacement control approach is used in terms of the linear quadratic 
regular (LQR) control theory that minimises
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(15.56)

to control the displacement vector e T (t ) as

 
e R B P XT MR MR MR MRt t t( ) = − ( ) ( )   

(15.57)
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where: 
 Q MR    is the weighting matrix for the structure response in the optimal displacement 

control, which is an n  ×   n  positive-semi-definite matrix 
 R MR     is the weighting matrix for the damper displacement in the optimal displace-

ment control, which is a q  ×   q  positive-definite matrix 
 P MR (t )  is the positive-definite solution of the following Riccati equation:
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(15.58)

The strategy in the clipped optimal displacement control approach (Xu et al. 2000) can be 
described as follows. When the j th damper displacement e j   is approaching the desired opti-
mal damper displacement vector e Tj  , the friction force F dj   in the damper is set to its mini-
mum value. When the j th damper moves in the opposite direction to the optimal damper 
displacement, the friction force F dj   in the damper should be set to a smaller value of the two 
quantities: F max  and the actual damper force K dj   (x kj  −x kj  −1 −e j  ) minus a small quantity F 0 . In 
this way, the damper is always in motion to dissipate vibration energy. This strategy can be 
stated as
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The flowchart of the presented semi-active control process with MR dampers is shown in 
Figure 15.23.

15.5.3  Implementation procedures of integrated 
system with time-varying parameters

Based on the equations presented in the previous two subsections, the integrated system 
can be implemented for real-time system identification and vibration control of the building 
structure with time-varying parameters step-by-step as follows:

 Step 1:  Obtain the time-varying factor correction matrix ′λk  at time t  = k ·  ∆ t  by 
solving Equation 15.42 based on the current measurements.

 Step 2:  Calculate the estimator gain matrix ′Kk  using Equation 15.44 with the 
time-varying factor correction matrix that is determined in Step 1.

 Step 3:  Generate the unknown parametric vector ˆ ′Zk  using Equation 15.36 based 
on the estimator gain matrix that is calculated in Step 2 and the current 
correction term.

 Step 4: Update the estimation error covariance matrix ′Pk  using Equation 15.45.
 Step 5:  Estimate the unknown excitation ˆ′fk  using Equation 15.46 with the 

unknown parametric vector that is identified in Step 3.
 Step 6:  Form the coefficient matrices A MR  and B MR  according to Equation 15.55 

with the aid of the identified stiffness and damping coefficients in Step 3.
 Step 7:  Calculate the matrix P MR  by solving Equation 15.58 and then find the opti-

mal control displacement vector e T  according to Equation 15.57.
 Step 8:  Determine the control forces based on the semi-active control strategy as 

shown in Equation 15.59.
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A flowchart of the integrated health monitoring and vibration control system for the 
building structure with time-varying parameters is shown in Figure 15.24. In this integrated 
system, the health monitoring system and vibration control system are combined for both 
system identification and vibration control. The control forces are first measured and trans-
mitted to the health monitoring system in real time for structural parameter and excitation 
identification and damage detection. The time-varying structural parameters and ground 
excitation, identified from the health monitoring system in real time, are then transmitted 
to the vibration control system on-line to determine optimal control forces to mitigate the 
structural responses in the next step. The iteration of the above two steps of system identi-
fication and vibration control forms the on-line integrated structural health monitoring and 
vibration control.

15.6  NUMERICAL INVESTIGATION OF INTEGRATED 
SYSTEM WITH TIME-VARYING PARAMETERS

15.6.1 Description of example building structure

A simple five-story shear building is chosen as the example building structure (see Figure 
15.22a). It is assumed to have the identical story height of 3 m. The building structure has a uni-
form mass of 5.1  ×  103  kg and a uniform horizontal story (shear) stiffness of 1.334  ×  107  N/m 
for all five stories. The Rayleigh damping assumption with the proportional coefficient of 
α   = 0.4335 s−1  for the mass matrix and β   = 7.015  ×  10−4  s for the stiffness matrix is used to con-
struct the damping matrix. The scaled El-Centro earthquake with a peak ground acceleration 

k = k + 1

k = 0

AMR (t) = BMR =
0
Form coefficient matrices

Calculate PMR(t) by solving 

Find optimal control displacement vector

Determine control force

Vibration control

(j = 1, 2, ..., q)

eT (t) = –RMR BMR PMR (t) XMR (t)

–M–1(K(t)) + HcKdH   cT)
I 0

–M–1C(t) M–1HcKd

PMR(t) PT
MR RMR    BMR PMR (t) – AT

MR(t)PMR(t) – PMR (t) AMR (t) – QMR = 0–1

Fdj = min {abs(Kdj (xkj –xkj–1 –ej)) –F0, Fmax}

Fmin when ej (eTj –ej)>0
when ej (eTj –ej)<0

Figure 15.23   Flowchart of semi-active control process with MR dampers.
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(PGA) of 4.0 m/s2  is applied to the building model. The corresponding structural acceleration 
responses are measured by five accelerometers with one on each floor of the building struc-
ture. From a practical viewpoint, the white noise of 2% intensity is added to the calculated 
acceleration response as the measured acceleration response. The noise intensity is defined as 
the ratio of the RMS of the noise to the RMS of the acceleration response. The displacement 
and velocity responses of the building are obtained from the measured noise-polluted acceler-
ation responses through numerical integrations. On each story of the building, a semi-active 
MR damper is installed with a chevron brace that connects two neighbouring floors. The 
ratios of the brace horizontal stiffness to the structure horizontal stiffness k d  /k  are selected 
as one and the same for all the building stories. The properties of the MR dampers are listed 
in Table 15.11. The damper forces are assumed to be measured for the identification of the 
time-varying parameters and the unknown ground motion. Similarly, the RMS noise of 1% 
intensity is added to the calculated control force as the measured control force.

Damage occurs in one instance on the second story with a linear 5% degradation of the 
story stiffness from t  = 8 s to t  = 9 s. The structural damping matrix is assumed to be the 
Rayleigh damping matrix C (t ) =  α M  +  β K (t ), where α  and β  are the two constant coefficients 
decided by the first and second modal damping ratios of 2% and the original mass and stiff-
ness matrixes in this study. It is noted that the damping matrix is also time-varying because 
the stiffness matrix is time-varying.

External excitations

Building structures

Structural parameters varying with time

Sensor system

Date acquisition system

Data transmission system As shown in Figure 15.21As shown in Figure 15.23

Control algorithm Identify parametric variations

Identify structural parameters

Estimate unknown inputs

Damage detection

Control devices

Control forces

Vibration control

Figure 15.24   Schematic diagram of the implementation of the integrated system with time-varying 
parameters.

Table 15.11   Basic parameters of an MR damper

Parameters L  (m) h  (m) b  (m) A p   (m2 ) P y  (kN) η  (kPa· s) τymin (kPa) τymax (kPa)

Value 0.5 0.002 0.75 0.04 0.05 0.0002 0.05 10
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15.6.2  Accuracy of time-varying parameter 
and excitation identification

In this study, the building structure is subjected to earthquake-induced ground accel-
eration f x( ) ( )t tg= �� . The unknown parameter vector at time t  = k ·  Δ t  can be written as 

′ [ ]Z K Kk k

T
= θ θβ α , where Kθ = [ ]k k kn

T
1 2 �  is the time-varying stiffness coefficients 

and n  = 5. 
The observation matrix can be worked out as
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and ′ = [ ]H Mx3,k k� .
The sampling interval Δ t  is set as 0.002 s, and accordingly the sampling frequency is 

500 Hz for all the measurement responses. The initial value of time-varying story stiff-
ness coefficients are taken as 1.25 times the original stiffness coefficients, and the two 
constant coefficients α  and β  are initially assumed as unit. As a result, the initial esti-
mated unknown parametric vector can be written as ˆ ′ = ×[ ]Z K K0 1 11.25 1.25θ θ

T
. For 

the controlled building structure with semi-active MR dampers subjected to earthquake 
excitation, the damper forces could be measured by force transducers as the measured 
excitation f*( )t , while the earthquake ground acceleration ��xg t( )  could be treated as the 
unknown excitation f (t ). The influence matrix of the unknown excitations can be set as 
jj = = − [ ]H Me

T
1 1 1 1 1 . The influence matrix of the known inputs jj* = Hc  

reflects the location of the semi-active MR dampers. The time-varying correction factor 
matrix is set as ′λk m= I  during the time period from t  = 0 s to t  = 2 s in order to obtain the 
covariance matrix of noise ′ = − × ∑ ′ − ′ ′ ′ − ′ ′=R y H y H Z1 1000 1 1

1000/( ) [( )( ) ]i k k k k k k
TFF FF FF FFˆ ˆZ . The 

noise covariance matrix calculated is then used for every subsequent time step.
Figure 15.25 presents the identified results of time-varying stiffness coefficients of the five 

stories of the building structure. Figure 15.26 shows the identified results of two coefficients, 
α  and β . In Figures 15.25 and 15.26, the identified results are presented as dashed lines but the 
real values are presented as solid lines for comparison. It can be seen that after a very short time 
period (less than 1.25 s), the identified results converge to the actual ones. It can also be seen 
from Figure 15.25 that the proposed algorithm has a very good tracking ability for capturing 
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slightly changed stiffness in a very short time period from 8 to 9 s. The results presented in 
Figure 15.26 also show that the proposed algorithm can identify the two damping coefficients 
accurately. In summary, the proposed algorithm can identify time-varying structural stiffness 
and damping coefficients accurately and therefore can detect structural damage precisely on-
line. The identified results of the unknown earthquake-induced ground acceleration are pre-
sented in Figure 15.27 with dashed lines and compared with the actual ones with solid lines. 
Clearly, the proposed algorithm is capable of identifying the unknown excitation very well.

15.6.3 Performance of semi-active control with MR dampers

To evaluate the semi-active control performance, the seismic record El-Centro NS (1940) 
is selected as input to the example building. The PGA of the seismic record is scaled from 
3.417 to 4.0 m/s2 . The stiffness matrix and damping matrix of the example building is con-
structed using the stiffness coefficients and damping coefficients that are identified from the 
health monitoring system accordingly. The matrix A MR (t ) in Equation 15.55 and the matrix 
P MR (t ) in Equation 15.58 are reconstructed at each time step. The ratios of the brace hori-
zontal stiffness to the structure horizontal stiffness of all the five semi-active MR dampers 
are assigned the same value of 1. Five accelerometers and five force transducers with one 
accelerometer and one force transducer for each story are necessary to realise the feedback 
control. In the numerical investigation of the semi-active control performance, the corre-
sponding computed building responses and damper forces are taken as the relevant feedback 
instead of the signals from the sensors in practice.

The variations of the peak displacement, velocity and acceleration responses of the exam-
ple building without control and with semi-active control are demonstrated in Figure 15.28. 
It can be seen that the peak responses of displacement, velocity and acceleration of all the 
building floors under semi-active control are substantially reduced in comparison with those 
without control. Clearly, the semi-active control with the clipped optimal displacement con-
trol algorithm can effectively suppress the seismic responses of the building structure.
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15.6.4 Comparisons

To further demonstrate the necessity and advantage of the proposed integrated procedure, 
the performance of semi-active control using on-line updated structural parameters is com-
pared with that without updating structural parameters. Moreover, the accuracy of the 
parameter identification of the controlled building structure with semi-active control using 
on-line updated structural parameters is compared with that without updating structural 
parameters.

The semi-active control performance is evaluated in terms of two widely accepted sets of 
normalised performance indices. The first set of performance indices is related to the build-
ing responses, which include peak- and RMS-based inter-story drift ratios (J 1  and J 3 ) and 
peak- and RMS-based absolute acceleration responses (J 2  and J 4 ) expressed by
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Figure 15.28   Comparison of control performance with and without semi-active control.
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where:

 d ti
cx ( )  and d ti

nx ( )   are the inter-story drifts of the i th story of the building with 
and without control, respectively

 h i    is the height of the i th story
 d t hi

c
ix ( )  and d t hi

n
ix ( )   are the inter-story drift ratios of the i th story of the building 

with and without control, respectively
 ��x ti

c( )  and ��x ti
n( )   are the absolute acceleration responses of the i th floor of the 

building with and without control, respectively

The RMS response quantities within the time duration t f   under earthquake excitation 
are  calculated by ⋅ = ⋅∫1 0

2/t dtf
tf [ ] . The sign max

,t i
 means to find the maximum value 

within the given time duration first and among all the building stories afterwards. The 
second set of performance indices are related to the capacity of control devices. The peak-
based control force (J 5 ) is
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where: 

 uk t( )   is the control force generated by the k th control device (MR damper)
 W   is the total weight of all the building floors

Table 15.12 shows the performance indices of the controlled building with and without 
parameter updating. It can be seen that the proposed semi-active control using MR damp-
ers and considering on-line parameter updating, can effectively reduce both the peak and 
RMS responses of the example building under seismic excitation. The reduction of the RMS 
responses (J 3  and J 4 ) is even more than that of the peak responses (J 1  and J 2 ). It can also be 
seen that the semi-active control with on-line parameter updating has much higher control 
performance than that without on-line parameter updating. The control force index further 
shows that without on-line parameter updating, the control force required is also more than 
that with on-line parameter updating. Therefore, on-line parameter updating is necessary to 
ensure higher control performance and less control force. This observation can be further 
confirmed through a comparison of the time histories of the displacement, velocity and 
acceleration responses of the top floor of the building without control, with semi-active con-
trol but without on-line parameter updating and with semi-active control and with on-line 
parameter updating, as shown in Figure 15.29.

Table 15.12   Performance indices for semi-active vibration control using MR dampers

Index J 1 J 2 J 3 J 4 J 5 
With parameter updating 0.5766 0.5376 0.2439 0.3127 0.054
Without parameter updating 0.8117 0.5744 0.8301 0.6951 0.068
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To investigate the necessity and advantage of the proposed integrated procedure, the accu-
racy of the parameter identification of the controlled building structure with semi-active 
control using on-line updated structural parameters is also compared with that without 
updating structural parameters. Figures 15.30 and 15.31 present the identified time-varying 
stiffness coefficients and the two damping coefficients α  and β , respectively. In Figures 15.30 
and 15.31, the identified results under control without parameter updating are presented as 
dashed lines, the results under control with parameter updating are presented as dotted lines 
but the real values are presented as solid lines for comparison. It can be seen that parameter 
identifications under control with and without parameter updating, have very good tracking 
ability for capturing slightly changing stiffness. It can also be seen from Figures 15.30 and 
15.31 that parameter identification under control with parameter updating converges much 
faster for obtaining the real constant value than that without parameter updating, especially 
in the identification of damping coefficients. For the identification of unknown inputs, the 
identified results of the unknown ground acceleration in the two cases are not presented 
because they are almost the same.
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NOTATION

A p   The cross-sectional area of the piston
b  Width of the rectangular plate
c d   Damping coefficient determined by the viscosity of MR fluid
C (t ), K (t ) The time-varying structural damping and stiffness matrices
�e  The velocity of the MR damper
e T  The desired optimal damper displacement vector
fd

max , fd
min  The maximum value and minimum value of the frictional forces, 

respectivelyˆ′fk  The estimate value of the unknown excitation in the LSE-based algorithm 
ˆ

|fk k  The estimates of f k   at the time instant t   =  k  ·  Δ t 
f (t ) External excitation vector
f*( )t  Control force vector
G k    +  1  The EKF gain matrix at time t   =  (k   +  1)·   Δ t 
h  The gap between two parallel plates
h (Z k) A combination of state vector and equal to Kx Cxk k+ �
H c   The matrix converting the brace stiffness matrix into the global coordinate 

system
′Hk  The n     ×   m  observation matrix composed of the measured structural veloc-

ity �xk  and displacement responses xk

I  Identity matrix
K d   The horizontal stiffness of the chevron brace
K id  , C id   The identified stiffness and damping matrix, respectively

′Kk  The LSE gain matrix for ˆ ′Zk  at time t   =  k ·   Δ t 
L  The effective axial pole length
M , C , K  The mass, damping and stiffness matrices, respectively

′Pk  The estimation error covariance
Pk k+1|  The priori estimation error covariance
Pk k+ +1 1|  The posteriori estimation error covariance
P y   The mechanical friction force in damper
Q , R  The weighting matrix for the structural response and control force, 

respectively
Q MR  The weighting matrix for the structure response in the optimal displace-

ment control
R k  , ′Rk  The covariance matrix of the measurement noise
R MR  The weighting matrix for the damper displacement in the optimal displace-

ment control
u  The optimal control force determined by LQG algorithm
u d   The MR damper force
u s   The relative displacement between the two floors with the damper installed
v k  , ′vk  Measurement noise vector
x id  , �xid  The estimated structural displacement and velocity, respectively
��x( )t , �x( )t ,x (t ) Structural acceleration, velocity and displacement response vectors, 

respectively
y k  , ′yk  The measurement vector obtained from the measured structural accelera-

tion responses ��xk  and the measured control force fk
*

Z  Extended state vector consisting of structural displacement, velocity and 
structural parameters to be identified
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Zʹ    The m     ×   1 unknown time-varying structural parameter vector including 
both structural stiffness and damping parameters

ˆ
|Zk k  The estimates of Z k   at the time instant t   =  k  ·  Δ t 

ˆ
|Zk k+1  The priori estimate of state Z k      +  1 

ˆ
|Zk k+ +1 1  The posteriori estimation state Z k      +  1 

ˆ ′Zk  The estimated values of Z  ′  at time t   =  k⋅  Δ t 
Δ t  Time interval
′eek  The current estimation error of the unknown parameter vector ′Zkeek k+1|  The priori estimation error of the unknown state vector Z k      +  1 eek k+ +1 1|  The posteriori estimation error of the unknown state vector Z k      +  1 

η  Viscosity coefficient of the MR fluid
Θ   m -unknown parametric vector composed of structural stiffness and damp-

ing coefficients
′llk  A time-varying correction factor matrix

τ y   The yielding shear stress controlled by the applied field
jj*, φ   The influence matrices associated with f*( )t  and f (t ), respectively
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Chapter 16

Energy harvesting for structural health 
monitoring and vibration control

16.1 PREVIEW

Smart civil structures with integrated structural health monitoring (SHM) and vibration 
control functions have been discussed in Chapters 14 and 15 in the frequency domain 
and the time domain, respectively. The power supply for operating sensory systems and 
vibration control devices in such an integrated system is supposed to be externally pro-
vided. Nevertheless, it is hoped that a smart civil structure will be partially or fully self-
powered. Therefore, the possibility of energy harvesting (EH) to provide electric power to 
small batteries used in wireless sensor networks has recently been actively investigated so that 
SHM systems in civil structures may operate autonomously and sustainably without the peri-
odical replacement of batteries. In this regard, a variety of EH technologies using five typical 
energy sources are first introduced in this chapter. A brief review of these EH techniques for 
the health monitoring of civil structures is then given, followed by an introduction to several 
interesting applications, which include an EH system using the wind-induced vibration of a 
stay cable to power a wireless sensory system (Kim et al. 2013), the long-term testing of a 
vibration-based EH system for the health monitoring of bridges (McCullagh et al. 2014) and 
a self-powered strain sensor for damage detection (Elvin et al. 2003). Overviews of vibration 
control systems integrated with EH systems are given in the final part of this chapter, where 
much attention is paid to the investigation carried out by Shen and Zhu (2015) and Shen 
et al. (2016) using electromagnetic (EM) dampers to reduce structural vibration on one hand 
and to generate electric power for wireless sensor networks on the other.

16.2 ENERGY HARVESTING

16.2.1 Concept of energy harvesting

The process of extracting energy from the environment and surrounding system and con-
verting it to usable electric energy is known as energy harvesting  (Park et al. 2008). There 
are various kinds of energy harvesters and they can be categorised in two ways: what pro-
vides the energy for conversion and what type of energy is converted (Mateu and Moll 
2005). Typical examples of widely used renewable energy harvesters include wind turbines 
and solar cells, which are able to covert renewable wind energy and solar energy, respec-
tively, to electric energy. In the past few years, due to advances in wireless technology, there 
has been a surge of research into the development of EH technology for powering wireless 
sensor networks so as to create an autonomous and sustainable SHM system without the 
periodical replacement of batteries or the need for an external power supply. Moreover, con-
siderable attention has also been paid to investigating how to simultaneously harvest power 
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and mitigate vibration when the structural vibration control is needed for a civil structure. 
Some literature reviews are available on the development of energy harvesting for powering 
SHM sensing systems (e.g. Park et al. 2008, 2009; Gilbert and Balouchi 2008) and vibration 
control systems (e.g. Wang and Inman 2012), and details on the two topics will be given in 
Sections 16.3 and 16.4, respectively.

Notably, a number of scholars have proposed classification systems to categorise energy 
sources suitable for energy harvesting but, while broadly similar, they do exhibit some dif-
ferences (e.g. Mateu and Moll 2005; Yerramilli and Tuluri 2012). Nevertheless, this chapter 
is not intended to provide an exhaustive literature survey of energy harvesting as this area is 
very broad and review articles with different emphases are already available in many pub-
lications (e.g. Sodano et al. 2004; Beeby et al. 2006; Harb 2011; Twiefel and Westermann 
2013). Instead, this section will provide a brief introduction to wind, solar, vibration, radio 
frequency (RF) and thermal EH technologies.

16.2.2 Wind energy harvesting

The world has enormous potential for wind energy, which can be utilised for electricity gen-
eration in a sustainable and clean manner. As one of the world’s fastest growing renewable 
energy resources, the installed wind generation capacity has increased from 25,000 MW to 
more than 200,000 MW in 10 years from 2001 to 2010 (Bhutta et al. 2012). Wind turbines 
are rotating machines that are able to capture and convert the kinetic energy in wind into 
either mechanical or, more significantly, electrical energy. They can be classified, firstly, in 
accordance with their aerodynamic function and, secondly, according to their construc-
tional design (Hau 2013). The rotor’s aerodynamic function is characterised by whether the 
wind energy harvester captures its power exclusively from the aerodynamic drag of the air 
stream acting on rotor surfaces or whether it is able to utilise the aerodynamic lift created 
by the flow against suitably shaped surfaces. Accordingly, there are so-called drag-type 
rotors and lift-type rotors. It is easy to show theoretically that it is much more efficient to use 
lift rather than drag when extracting power from wind (Hansen 2015). The classification 
according to constructional design is worth more attention: a turbine is called a horizontal-
axis wind turbine  (HAWT) if the blades are connected to a horizontal shaft for rotation, 
and the turbine is referred to as a vertical-axis wind turbine  (VAWT) if the shaft is vertical. 
Both types of wind turbines have similar components (Paraschivoiu 2002), which include 
(1) a rotor that converts wind energy into mechanical power, (2) a tower to support the 
rotor, (3) a gearbox that is used to adjust the rotational speed of the rotor shaft of an electric 
generator or pump, (4) a control system that is connected to an anemometer and used to 
control the operation status of the wind turbine, including its starting and stopping, and (5) 
a foundation.

The majority of commercial wind turbines are HAWTs, which are designed and realised 
on the basis of a propeller-like concept. Unlike VAWTs, HAWTs are not omnidirectional. 
With changes of wind direction, in order to continue functioning, HAWTs have to change 
direction accordingly. A major advantage of HAWTs is that by pitching the rotor blades 
along their longitudinal axis, the rotor speed and power output can be effectively controlled 
on one hand and the wind turbines can be protected against extreme wind conditions on the 
other. Also, the rotor blade shape can be aerodynamically optimised, and it has been proven 
that the highest turbine efficiency can be achieved by exploiting aerodynamic lift to a maxi-
mum degree. However, a shortcoming of HAWTs is that their ability to generate power will 
be lost when the wind speed exceeds a certain value known as the cut-off speed  (Rosen et 
al. 2010). For the purpose of safety and protecting the wind turbine structures, in particular 
the blades, a shutting down procedure is required at high wind speeds. Most HAWTs have 
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a rotor cut-off speed ranging from 20 to 25 m/s. Thus, HAWTs are not suitable in storm-
prone areas. Also, they are not suitable in urban areas due to their size and geometry and 
their sensitivity to wind turbulence. Many factors must be taken into consideration for the 
design, operation and maintenance of a HAWT, and some specifications and codes are avail-
able for guiding these procedures (e.g. IEC 2005; GL 2010).

Compared with HAWTs, VAWTs are still in the development stage, and their large-scale 
applications are relatively limited. There are two main types of VAWTs: Darrieus rotor  
and Savonius rotor . Some other types of VAWTs include combined Savonius and Darrieus 
rotors, two-leaf semi-rotary VAWTs, Sistan-type windmills and Zephyr turbines. In the 
Darrieus rotor, the blades are usually designed as an aerofoil in cross section, so the wind 
travels a longer distance on one side (convex) than on the other (concave), resulting in a 
higher wind speed on the convex side. It can be shown with the Bernoulli equation that 
a differential in wind speed over the aerofoil creates a differential pressure, which forces 
the rotor blade to turn around as the wind passes through the turbine (Rosen et al. 2010). 
Darrieus-type wind turbines have many variants and a typical Darrieus VAWT is character-
ised by its two or three C-shaped rotor blades. A Savonius rotor basically consists of hollow 
cup-shaped half-cylinders fixed with a central rotating shaft. Torque is generated due to the 
drag force acting on the half-cylinders. With an optimised aerodynamic design, a Savonius 
rotor can also make use of aerodynamic lift. The Savonius rotor is generally not employed 
for high-power electricity generation due to its low tip-speed ratio and its comparatively low 
power coefficient.

A merit of VAWTs is that they are suitable for electricity generation in conditions where 
traditional HAWTs are inefficient, such as areas of high wind velocity and turbulent wind 
flow (Bhutta et al. 2012). Moreover, VAWTs are omnidirectional, accepting wind from any 
direction without a yawing mechanism. This feature can lead to a simplified design as well 
as cost-effective construction and installation procedures. Also, the vertical axis of rotation 
provides the possibility of housing mechanical and electrical components, gearboxes and 
generators at ground level. However, some shortcomings still exist in VAWTs, such as their 
low tip-speed ratio, low self-starting torque and low power output.

Significant progress has been made in the research and development of both types of wind 
turbines. It is worth noting that VAWTs have been attracting increasing interest globally, 
primarily due to promising features absent from conventional HAWTs in some situations. 
However, whether the basic advantages of VAWTs can prevail over their disadvantages and 
whether they will become a serious rival to HAWTs cannot be foreseen (Hau 2013). In any 
case, this still requires a relatively long period of development.

16.2.3 Solar energy harvesting

Solar energy has existed for millions of years and represents the largest energy flow entering 
the terrestrial ecosystem. After reflection and absorption in the atmosphere, some 100,000 
TW hit the surface of the earth. As solar energy is free, clean and extremely abundant, the 
usage of solar energy for electricity generation is compelling and offers both energy security 
and environmental benefits. To date, electricity production through solar energy is achieved 
mainly on the basis of two principles: the solar thermal effect and the solar photovoltaic 
(PV) effect.

Direct solar thermal power generation plants first produce high temperatures by gather-
ing solar radiation on a concentrating solar collector and then directly convert the heat to 
electricity through a thermal electric conversion element. This direct conversion technol-
ogy is able to convert the thermal energy into electricity power without the conventional 
intermediate mechanical conversion process, unlike traditional indirect solar thermal power 
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technology, which uses a steam turbine generator. There are usually four types of direct 
thermoelectric conversion employed in the field of solar thermal power production technol-
ogy (Yerramilli and Tuluri 2012): (1) thermoelectric conversion based on the Seebeck effect, 
(2) thermionic conversion based on the thermionic emission phenomenon, (3) alkali-metal 
thermoelectric conversion, which mainly generates current through the selective permeation 
of beta alumina solid electrolyte and (4) magneto-hydrodynamic (MHD) power generation 
based on Faraday’s law of EM induction.

The PV effect is a physical phenomenon responsible for converting light to electricity and 
was discovered in 1839 by French physicist Edmund Becquerel. A PV cell , or solar cell , is a 
device composed of thin layers of semiconductor materials such as silicon which are able to 
free electrons and produce an electric current when exposed to sunlight. A single cell gener-
ates only a small amount of power and thus is usually not used individually. However, when 
groups of cells are hooked together to form a module, often named a panel , about 40–60 W 
of electricity can be produced. With the connection of two or more panels, an array can be 
formed and more electricity power can be generated. Moreover, since only a small portion of 
solar energy is converted to electric power by PV cells and a large amount of the remaining 
solar radiation produces heat energy, considerable attention has also been paid to integrat-
ing PV and thermoelectric technology together to improve the efficiency of the devices.

Since 2005, when the latest round of oil price hikes started, the solar cell industry has been 
experiencing phenomenal growth – about 50% annually on average (Tao 2014). However, 
even so, solar electricity makes a negligible contribution to our current energy mix, provid-
ing roughly 0.3% of the global electricity capacity. The high cost of solar technologies and 
their intermittent nature make them hardly competitive in an energy market dominated by 
cheap fossil fuels. Moreover, although the accumulated progress of solar cells in laboratories 
over the years is remarkable, the efficiency of commercial cells is typically about two-thirds 
of those in laboratories (Tao 2014). The potential for solar energy is enormous, and much 
more effort is required to remove the roadblocks and bottlenecks to making solar electricity 
a noticeable source of energy in our life.

16.2.4 Vibration energy harvesting

Due to their high availability in technical environments, mechanical vibrations are an attrac-
tive energy source, and thus there has been much interest in using micro-electromechanical 
systems (MEMS) to scavenge ambient vibration energy and transfer it to usable electrical 
power in the past few decades. The basic principle behind kinetic energy harvesting is the 
mechanical deformation of materials, such as piezoelectric materials, inside the EH device 
or the vibration of a moving part, such as a magnet or a proof mass. The most important 
conversion methods for ambient vibrations are based on piezoelectric, EM and electrostatic 
effects.

As introduced in Chapter 2, direct and converse piezoelectric effects basically reflect 
an interaction between the mechanical and electrical behaviour of piezoelectric materials. 
These materials, therefore, can be used to convert ambient vibration, which induces strain 
in the materials, into electric energy. Compared with the other two conversion mechanisms, 
piezoelectric vibration-to-electricity converters have received much more attention as they 
have high electromechanical coupling and no external voltage source requirement, and they 
are particularly attractive for use in MEMS (Shu 2009). In piezoelectric generators, the 
piezoelectric elements can be connected either in parallel or in series. In a parallel connec-
tion, the generated charge is added, whereas in a series connection, the produced charge cor-
responds to the strain of one of the piezoelectric elements connected, and the voltage of the 
piezoelectric elements is added. To adequately connect the piezoelectric elements in parallel 
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or series, the orientation of the poling axis must be taken into consideration. Moreover, the 
optimum design and configuration of a piezoelectric generator also depends on the kind 
of surrounding kinetic energy to be exploited (amplitude and frequency) as well as on the 
electrical devices to be powered. Thus, to achieve higher efficiency, it is necessary to match 
the resonance frequency of the transducer with the most distinct frequency of the vibration 
source. Moreover, many researchers are devoted to increasing the working bandwidth of 
the energy harvester to ensure the most desirable energy generation performance is achieved 
(Twiefel and Westermann 2013). A number of literature reviews are available on the applica-
tion of piezoelectric transducers as energy harvesters (e.g. Sodano et al. 2004; DuToit et al. 
2005; Anton and Sodano 2007; Kim et al. 2011).

The basic principle behind EM generators is Faraday’s law of EM induction, discovered 
by Michael Faraday in 1831, which says that when an electric conductor is moved through 
a magnetic field, a potential difference is induced between the ends of the conductor. EM 
systems are basically composed of a coil and a permanent magnet attached to a spring. The 
electrical power is generated by the variation in magnetic flux through an electrical circuit. 
This flux variation can be realised with a moving magnet whose flux is linked with a fixed 
coil or with a fixed magnet whose flux is linked with a moving coil. In most EM generators, 
the electric power is produced by the mechanical movement of the magnet, which is caused 
by structural vibration. EM energy conversion relies on relative velocity and variation in 
magnetic flux to generate electricity, and therefore, an EM device will not be limited in 
amplitude by the fatigue strength (Beeby and O’Donnell 2009). In general, bigger transduc-
ers with larger area coils will have better EH performance than smaller transducers, unless 
a larger time derivative is involved with the small-scale generators. Some detailed state-of-
the-art reviews can be found on the micro- and macro-scale implementations of EM energy 
harvesters (e.g. Arnold 2007; Beeby and O’Donnell 2009).

The basic principle behind electrostatic generators is that the moving part of the trans-
ducer moves against an electrical field, thus generating energy (Mateu and Moll 2005). In 
general, electrostatic energy harvesters have an integrated mass forming one element of a 
variable capacitor, with power derived from an electrostatic force between the moving mass 
and the frame (Kiziroglou et al. 2009). The proof mass is coupled with the environmental 
vibrations through an elastic link, meaning the mass and the spring constitute a mechanical 
resonator. Thus, when the mechanical stimulus vibrates at that resonance frequency, maxi-
mum energy can be derived.

16.2.5 Radio frequency energy harvesting

Radio waves carry and transmit information by varying a combination of the amplitude, 
frequency and phase of the waves within a frequency band. On contact with a conductor 
such as an antenna, the EM wave or RF radiation can produce electrical energy on the 
conductor’s surface, known as the skin effect . RF energy harvesting was investigated in 
the 1960s (Brown et al. 1965) using high-power microwave sources, as more of a proof-of-
concept rather than a practical energy source due to the limitation of technologies at that 
time. However, with the modern development of low-power devices and smart materials, 
RF energy can be captured more effectively and becomes a viable alternative power supply 
to batteries in some applications, especially for wireless devices.

A variety of wireless sources of different frequencies radiating power have the potential 
to be exploited for RF energy harvesting applications. These sources might be, but are not 
limited to, TV and broadcast radio, mobile telephony, wireless networks and radar. A typi-
cal RF energy harvesting system contains an antenna that is used to capture the ambient RF 
sources, a matching EH circuit connected to the antenna and/or an associated power storage 
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element. Much progress has been made in RF energy harvesting technologies, and this sec-
tion provides a brief introduction to the two major developments: innovations in antennas 
and the optimisation of RF energy harvesting circuits.

Antennas play a key role in RF energy harvesting systems. A number of aspects should 
be considered for the design of the ideal antenna, including an appropriate physical size, an 
omnidirectional radiation pattern, a feeding point that can easily be attached to the rest of 
the harvesting circuits and good multi-band performance allowing electricity production 
for various frequency bands. Innovations involve explorations of new antenna variations, 
such as rectangular patch antennas (Riviè re et al. 2010), slotted patch antennas (Georgiadis 
et  al. 2010), microstrip patch antennas (Shrestha et al. 2013) and so forth. Typically, a 
single antenna is not sufficient to supply energy for reliable device operation. Consequently, 
significant efforts have also been made to investigate antenna array configurations with 
the aim of enhancing RF energy harvesting capabilities. For example, placing multiple EH 
antennas in one space or area was proposed and experimentally studied by Mi et al. (2005) 
as a means to increase the energy or power/area ratio. Four cooperating antennas were 
placed in a square area less than twice the area required for a single antenna. It was found 
that, in the chosen example, an increase of 83% in area gave a 300% increase in available 
power to a given device. More recently, Olgun et al. (2011) discussed the advantages and 
disadvantages of two antenna array configurations – that is, RF-combiner technology and 
DC-combiner technology. Based on a broadband 1  ×  4 quasi-Yagi antenna array, Sun et al. 
(2013) presented a dual-band rectifier that can sufficiently enhance the RF-to-DC power 
conversion efficiency (PCE) at ambient RF power level. Measurement results showed that a 
PCE of 40% and an output DC voltage of 224 mV can be achieved over a 5 kΩ  resistor when 
the dual-tone input power density is 455  μ W/m2 .

Since the power efficiency of an RF energy harvesting system is also strongly dependent 
on its EH circuit, a great amount of attention has been paid to design and optimisation. For 
example, with the use of a P-type metal–oxide–semiconductor (PMOS) to reduce the body 
effect and the modification of the matching inductor and DC-blocking capacitor of a volt-
age doubler, Salter et al. (2007) found that a significant performance enhancement of 66% 
can be achieved. Based on an existing complementary metal–oxide–semiconductor (CMOS) 
voltage-doubler circuit, Jabbar et al. (2010) proposed a modified circuit to achieve a 160% 
increase in output power over traditional circuits at 0 dBm input power. Nintanavongsa et al. 
(2012) proposed a dual-stage EH circuit composed of a 7-stage and 10-stage design, and 
observed that the efficiency of the prototype could yield an almost 100% increase compared 
with that of a major commercially available EH circuit in the power range of –20 to 7 dBm.

16.2.6 Thermal energy harvesting

The temperature gradient and heat flow that naturally exist in the environment have the 
potential to produce electrical power by means of thermal-to-electric energy conversion. 
The temperature difference provides the potential for efficient energy conversion, while heat 
flow provides the power. However, even with a large heat flow, the converted power is 
typically small, mainly because of low Carnot and material efficiencies (Snyder 2009). In 
general, thermal energy can be directly converted into electricity by means of either the 
temperature gradient in space or the temperature variation in time, leading to two kinds of 
thermal EH techniques – that is, thermoelectric and pyroelectric energy harvesting.

Thermoelectric conversion is the most straightforward method of converting thermal 
energy into electric energy. Thermoelectric generators (TEGs) use the Seebeck effect, which 
describes the current generated when the junction of two dissimilar metals experiences a 
temperature difference. TEGs contain a number of thermoelectric couples consisting of 
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n -type (containing free electrons) and p -type (containing free holes) thermoelectric elements 
wired electrically in series and thermally in parallel (Snyder 2009). Based on the Seebeck 
effect, the TEG is capable of producing an electrical current proportional to the temperature 
difference between the hot and cold junctions. However, the efficiency of this technology is 
low (< 5%) if there is a small temperature gradient present. Thus, unless the temperature dif-
ference is large, the low efficiency of this type of conversion means that very little power can 
be extracted. In order to overcome the low energy conversion rates, efforts could be made 
to introduce new thermoelectric materials or to develop advanced thermoelectric devices 
able to operate at high temperature gradients. Good thermoelectric material is characterised 
by a large Seebeck coefficient: high electron conductivity to reduce Joule heating and low 
thermal conductivity to maintain the temperature difference across the material (Mouis 
et al. 2014). A major advantage of TEGs is that these devices only require a steady-state tem-
perature gradient to operate, and thus no moving parts are needed, which can significantly 
improve the device’s reliability and prolong its service life.

Compared with thermal energy harvesting via thermoelectric conversion, less attention 
has been paid to pyroelectric conversion techniques. This lack of interest stems from early 
studies which found that the energy conversion efficiency achieved by using pyroelectric 
materials was several times less than that potentially achievable with thermoelectric materi-
als. However, recent modelling and experimental studies have shown that pyroelectric tech-
niques can be cost-competitive with thermoelectrics and, on the basis of new temperature 
cycling techniques, has the potential to be several times more efficient than thermoelectrics 
under comparable operating conditions (Hunter et al. 2012). Moreover, many pyroelectric 
materials are stable up to temperatures approaching 1200˚ C, enabling energy harvesting 
from high-temperature sources with much improved thermodynamic efficiency. Thus, atten-
tion has gradually turned towards thermal energy harvesting with pyroelectric conversion 
techniques.

Pyroelectric energy generators rely on the properties of dielectric materials with polar 
point symmetry, which show a spontaneous electrical polarisation as a function of tem-
perature. A temperature change in time (i.e. the temperature changing rate) determines the 
magnitude of the electrical current and energy conversion efficiency. In general, rapidly 
time-varying temperature gradients across a pyroelectric energy converter indicate large 
power generation and high conversion efficiency.

16.3  ENERGY HARVESTING FOR STRUCTURAL 
HEALTH MONITORING SENSORY SYSTEMS

16.3.1 Sensors and structural health monitoring sensory systems

As defined in Chapter 3, a sensor is a converter or transducer that measures a physical quan-
tity and converts it into a signal which can be recorded by an observer or by an instrument, 
whereas a sensory system is a group of specialised sensors with a communication network 
intended to monitor the conditions at diverse locations of a structure. In general, an SHM 
sensory system is designed and established with the aim that the signals obtained from the 
sensors directly correlate with, and are sensitive to, the potential damage as much as pos-
sible. Meanwhile, one also strives to make the sensors as independent as possible from all 
other sources of environmental and operational variability, and, in fact, independent from 
each other (in an information sense), in order to provide maximal data with minimal sensor 
array outlay (Park et al. 2008). There are two basic types of sensory systems usually involved 
in the application of civil structures: wired sensory systems which utilise electrical cables, 
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fibre-optic cables or another physical transmission medium between the sensing nodes for 
both power supply and communication, and wireless sensory systems which utilise wireless 
data connections and transmissions to connect network nodes.

A wired sensory system usually involves a sensor network directly connected to central 
processing hardware or a central database server, as mentioned in Chapter 5. The major 
advantages of this type of sensory system include the wide variety of commercially available 
off-the-shelf systems that can be used for monitoring, the reliable communication links pro-
vided by the cables and the wide variety of sensors, such as those introduced in Chapter 3, 
that can typically be interfaced with such a system. However, the installation and main-
tenance of the wired sensory system is expensive and labour-intensive, especially for civil 
structures due to their large sizes and complex structural systems. For example, the cost of 
installing over 350 sensing channels on the Tsing Ma suspension bridge in Hong Kong is 
estimated to have exceeded HK$8 million. Moreover, the direct wired connections to the 
processing unit make these systems one-point failure sensitive, as one wire may be as long 
as a few hundred metres. Also, these systems usually require AC power, making them vul-
nerable to malfunction during extreme events such as strong winds or severe earthquakes, 
because in these events the power supply would probably fail or be suspended.

To overcome the limitations of wired sensing networks, significant efforts have been made 
to integrate wireless communication technologies into SHM methods. Data transmission in 
wireless sensory systems is conducted without a physical link but based instead on RF com-
munication. A core component of these systems is their ‘smart’ wireless sensors, which can 
be distinguished from standard sensors by their intelligence capabilities – that is, their on-
board microprocessors. Microprocessors are typically used for digital processing, analogue-
to-digital or frequency-to-code conversions, calculations and interfacing functions, which 
can facilitate self-diagnostics, self-identification and self-adaptation (decision-making) func-
tions (Kirianaki 2002). It can also decide when to dump/store data and controls when and 
how long it will be fully awake so as to minimise power consumption (Spencer et al. 2004). 
Wireless communication provides a promising way to remedy the cabling problem of the 
traditional wire-based monitoring system and significantly reduces the maintenance cost. 
Nevertheless, for the large-scale implementation of SHM wireless sensory systems in practi-
cal situations, several serious issues arise with the current design and deployment scheme of 
the decentralised wireless sensing networks (Park et al. 2008). For example, since current 
wireless sensing design usually adopts ad hoc topologies, a network device has to receive 
several simultaneous requests to store or retrieve data from other devices on the network, 
resulting in a problem referred to as data collision . Thus, the nodes near the centralised 
base station are susceptible to data collision because most data flow through these nodes, 
and they will use up any battery power faster than the remote nodes. A number of excel-
lent literature reviews are available on wireless sensors and their applications in the health 
monitoring of civil structures (e.g. Spencer et al. 2004; Lynch and Loh 2006; Farrar et al. 
2006, 2011; Yun and Min 2011).

16.3.2 Power requirement and management

A major concern for SHM sensing networks is their long-term reliability and source of 
power. As mentioned before, the cables employed in wired sensory systems can be used 
for not only the transmission of data but also the supply of power to the sensors. Thus, the 
power supply of wired sensory systems is directly related to their connected external AC 
power source. The aim of this section is not to discuss external power supplies to wired 
sensory systems but to provide a brief introduction to their power requirements and the 
development of techniques to reduce power consumption in wireless sensors.
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Given the wireless nature of some emerging sensors, it is necessary that they contain 
their own power supply, which is, in most cases, a conventional battery. In order to prolong 
the battery’s lifetime, it is critically important to optimise the energy consumption in both 
computing and communication processes. At an elemental level, an appropriate low-power 
circuit design in the wireless sensors will be helpful for power saving. On the other hand, 
managing power dissipation at higher levels can considerably decrease energy requirements 
and thus increase battery lifetime and lower packaging and cooling costs (Park et al. 2008). 
Moreover, there are two different approaches to lowering power consumption at the system 
level: dynamic voltage scaling (DVS) and dynamic power management (DPM).

Lowering the power consumption by DVS algorithms is achieved by slowing down the 
execution and, when appropriate, lowering the component’s voltage of operation. In DVS 
algorithms, instead of having longer idle periods, the central processing unit (CPU) is slowed 
down to the point where it completes the task in time for the arrival of the next processing 
request while at the same time saving quite a bit of energy. Unlike DVS, the reduction of 
energy consumption in DPM is realised by selectively placing idle components into lower-
power states and then turning off (or reducing the performance of) system components 
when they are idle (or partially unexploited). DVS can only be used to decrease the energy 
consumption of CPUs, whereas DPM can be applied to wireless communication, CPUs and 
all other components that have low-power states. Thus, much more efficient power saving 
is usually achieved by applying DPM. In recent years, some attempts have been made to 
combine the two approaches to pursue the most optimal results. A more detailed review on 
the various DVS and DPM algorithms can be found in the literature (e.g. Benini et al. 2000; 
Kim and Simunic Rosing 2007).

Although much progress has been made in the development of low-power devices and the 
improvement of battery capacity, eventually the battery power will run out and a replace-
ment or recharge will be required. However, because of the remote placement of wireless 
sensors in most civil structures, retrieving the sensors to replace or recharge their batteries 
can become a very expensive and tedious, or even impossible, task. Moreover, the concept 
of embedded  wireless sensing, the autonomous monitoring features of which are extremely 
appealing, cannot be fully realised if the batteries have to be periodically replaced. As con-
cluded by Roundy (2003), for a device whose desired lifetime is in the range of 1 year or 
less, battery technology alone is sufficient to provide enough energy. However, in many 
cases, a longer service life is required in an SHM sensing system. Recently developed EH 
technologies, which capture ambient energy in the surrounding medium to prolong the life 
of the power supply or ideally generate unlimited energy for the lifespan of the sensors, offer 
an attractive solution to the power requirement of wireless sensors. Thus, EH methods for 
wireless SHM sensory systems will be given in the following subsections.

16.3.3  Energy harvesting methods for structural 
health monitoring sensory systems

Although the technology for large-scale alternative energy generation using wind turbines 
and solar cells is mature, as mentioned before, the development of EH technology on a 
scale appropriate for small, low-power, embedded sensing systems is still in the developmen-
tal stages, particularly when applied to SHM sensing systems. This is mainly because the 
amount of harvested energy appears to fall signifi cantly short of the level required (a conver-
sion efficiency issue). Therefore, in order for harvested energy to become a practical source 
of power for wireless SHM sensing systems, the improvement of conversion efficiency to 
increase the amount of energy generated by the EH device or the development of new and 
innovative methods for accumulating ambient energy are highly desirable. The aim of this 
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section is to provide a brief introduction to some available EH methodologies that are poten-
tially suitable for SHM sensing applications. As this area is quite broad and a number of 
state-of-the-art reviews are available (e.g. Park et al. 2008; Gilbert and Balouchi 2008; 
Bogue 2009; Ulukus et al. 2015; Shaikh and Zeadally 2016), this section is not intended to 
provide an exhaustive literature survey but focuses on an overview of some applications of 
SHM wireless sensing systems that integrate the aforementioned EH techniques in the field 
of civil engineering. It is worth noting that every EH technique mentioned so far has its own 
advantages and limitations. To improve the performance of wireless sensor nodes, some 
applications introduced hereinafter are conducted on the basis of a hybrid or multi-source 
EH solution, where energy is extracted from a combination of different sources.

As previously mentioned, though large-scale energy generation using wind turbines and 
solar cells has been developed into mature and workable technology, significant efforts have 
still been made in the development of small-scale SHM wireless sensors that synthesise these 
EH techniques. For example, by using a small wind turbine as a power supply, an SHM test 
bed using a smart wireless sensor system was constructed on the second cable-stayed Jindo 
Bridge in Korea (Park et al. 2010a,b). It was demonstrated from the experimental results 
that it took about 1.4 h to generate the electrical energy to power the Imote2 wireless sensor 
for one-cycle sensing. Miller et al. (2010) developed a solar system to power Imote2 wireless 
sensor networks and its effectiveness has been validated on a cable-stayed bridge. Spencer et 
al. (2011) proposed solar or wind energy harvesting as the power supplies for all 113 wireless 
sensors in the smart monitoring system for the Korean Jindo Bridge. A wireless sensing net-
work for SHM purposes was designed, implemented and tested on the Beaufort #25 Bridge 
on the east coast of North Carolina (Zhu et al. 2014). These wireless sensing nodes were 
designed not only for the reliable communication of acceleration response measurements but 
also for the self-powered capacity provided by solar panels and miniature wind turbines.

One of the most effective methods of implementing an EH system for powering wireless 
sensor nodes is to convert mechanical vibrations into the desired electric power. The appli-
cation of this kind of energy harvesting for wireless sensing networks can be found in many 
fields, including electronic engineering (e.g. Mitcheson et al. 2008; Torah et al. 2008) as 
well as mechanical and aerospace engineering (e.g. Roundy and Wrigh 2004; Pearson et al. 
2012). Significant attention has also been paid in civil engineering structures, and much 
progress has been made. For example, through the conversion of mechanical energy to 
electrical energy, a self-powered wireless strain sensor was developed by Elvin et al. (2001) 
and employed for damage detection (Elvin et al. 2003). A novel self-powered wireless sens-
ing system was developed which was able to harvest the traffic-induced vibrations of the 
bridge by means of a linear EM generator. The utilisation of this EM generator allowed up 
to 12.5 mW of power to be generated in resonant mode with the frequency of excitation at 
3.1 Hz (Sazonov et al. 2009). A segment-type piezoelectric energy harvester was designed 
to efficiently generate electric energy from ambient vibrations with multi-modal frequencies, 
and was used to power wireless sensors for real-time temperature monitoring to be used in 
building automation (Lee et al. 2009). Based on the wind-induced vibrations of stay cables, 
an EM energy harvesting system was proposed for powering the wireless sensor node on 
the cable (Jung et al. 2011a). By replacing the EM induction part with a moving mass and 
a rotational generator, the performance of this EH system was significantly improved by 
Kim et al. (2013). From the field test, it was observed that the normalised output power 
of the enhanced system was 35.67 mW/(m/s2 )2 , while that of the original device was only 
5.47 mW/(m/s2 )2 . A self-powered sensing system with the aim of detecting the long-term 
strain history of the pavement structure was introduced by Rhimi et al. (2012). Attempts 
were made to integrate vibration-based and RF-based power harvesting elements within 
the fully packaged Phoenix wireless sensor node with the aim of establishing a permanent 
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wireless monitoring system on the New Carquinez Bridge (NCB) in California (Kurata 
et al. 2010a,b). A novel parametric frequency-increased generator (PFIG) was developed by 
Galchev et al. (2011a,b,c) to harvest traffic-induced bridge vibrations for SHM purposes 
and also tested on the NCB. It was found that the fabricated device was able to generate 
a peak power of 57  µ W and an average power of 2.3  µ W from an input acceleration of 
0.54 m/s2  at only 2 Hz. Moreover, further short- and long-term tests of a vibration-based 
harvesting system based on the PFIG for the health monitoring of the NCB were conducted 
by  McCullagh et al. (2012; 2014). An evolutionary computational approach for structural 
damage detection using the self-powered wireless sensor data was recently proposed and 
numerically investigated via a complicated case involving the gusset plate of a bridge (Alavi 
et al. 2016a,b).

Since the signal transmission in the wireless sensory system is basically in the form of RF 
waves, substantial attention has also been paid to the development of a sustainable SHM 
sensing system with integrated RF energy harvesting technologies. For example, based on 
the single-chip solution, a prototype impedance-based SHM wireless sensor node with a 
custom-designed RF wireless energy delivery system was presented by Mascarenas et al. 
(2007) and experimentally investigated in a portal frame structure. A new hybrid wireless 
sensor network paradigm, in which both power and data interrogation commands were pro-
vided by a mobile agent with the aid of RF signals, was proposed by Taylor et al. (2009) and 
validated via a fi eld test on the Alamosa Canyon Bridge in southern New Mexico (Farinholt 
et al. 2009; Mascarenas et al. 2010). By extracting energy from microwave RF signals, an 
EH system was designed and tested by Liu et al. (2011) to power strain gauge sensors for 
sensing and data communication.

Compared with other EH methods, the application of the thermal energy harvesting tech-
nique for SHM wireless sensors in the field of civil engineering is relatively limited. This is 
primarily because the available temperature difference varies and may be very small in civil 
structures such as buildings and bridges, making reliable harvesting a challenge. Even so, 
some applications for this type of EH technique can still be found. For example, Inman and 
Grisso (2006) proposed an integrated autonomous sensory system including a vibration-
based and temperature-based energy harvester, a battery charging circuit, local computing 
and memory, active sensors and wireless transmission. Farinholt et al. (2010) presented 
experimental investigations using EH and wireless energy transmission to power wireless 
structural health monitoring sensor nodes. Thermal harvesting from the temperature differ-
ence between the bridge surface and the outside air was investigated and showed promise.

It should be noted that it is impossible to present all of the available applications of the 
EH methods for the SHM sensory systems in this section. The aforementioned examples 
are only a part of the surge of research and development in this area. For the sake of better 
understanding, several interesting examples introduced earlier are discussed further in the 
following subsections.

16.3.4  Applications of energy harvesting systems 
to structural health monitoring

16.3.4.1  Energy harvesting system using the wind-induced vibrations 
of a stay cable to power a wireless sensory system

By using the translational vibration of a stay cable, an EM energy harvester was devel-
oped by Jung et al. (2011a) for the generation of sufficient electricity to power a wireless 
sensor node attached to a cable under gentle to moderate wind conditions. Nevertheless, 
from a practical perspective, several limitations exist for this energy harvester, such as its 
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applicability in the case of an inclined cable. To address these limitations, Jung et al. (2012) 
developed a new EM energy harvester. However, the power generated by this energy har-
vester was quite small: a peak power of 0.16 mW on a measured RMS acceleration of 1 m/s2  
in the field test, insufficient for powering a wireless sensor, which consumes electrical energy 
of 26.14 mW for once-a-day measurement. Thus, by replacing the EM induction part with 
a moving mass and a rotational generator, an enhanced rotational energy harvester (EREH) 
was further developed by Kim et al. (2013) for the purpose of making the device applicable 
to a real cable. A brief introduction to this EREH follows.

Figure 16.1 shows the prototype EREH. Due to its low terminal resistance and high 
efficiency at nominal voltage, the 339150 Maxon electric motor was selected as a power 
generator. The position of the proof mass can be easily adjusted along the slit in the moment 
arm to tune the natural frequency of the harvester. The stiffness of the spiral spring is calcu-
lated as 0.65 N/m, and the weight of the proof mass is given as 139.5 g. The minimum and 
maximum values of the length of the moment arm are given respectively as 6 and 12 cm, and 
thus, the natural frequency of the device can be changed from 2.67 to 4.55 Hz.

The harvested power P EREH can be calculated as
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where:
 R EREH is the resistance of the generator
 η EREH  is the power conversion efficiency
 N EREH is the gear ratio
 ʋ EREH  is the speed constant
 V EREH is rotational velocity

For the purpose of improving the performance, EREH must be accurately tuned to the 
ambient vibration – that is, the vibration of an inclined cable. The cable, with a length of 
approximately 160 m, was installed in the middle of an in-service cable-stayed bridge (Cho 
et al. 2010). EREH was attached at 3% of the cable length from the bottom anchor, where 
a wireless sensor of the Imote2 was placed for recording the acceleration response. By ana-
lysing the measured acceleration, three natural frequencies of the cable (2.734, 3.369 and 
4.053 Hz) were found and used to tune the EREH. In this study, the EREH was tuned to 
2.734 Hz.

Moment 
arm

Spiral 
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Motor
Gear

Mass

Figure 16.1   Prototype of EREH. (From Kim, I.H., et al., Smart Mater. Struct. , 22, 075004, 2013.)
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The performance of the EREH is investigated via the field tests. In order to make the 
moment arm parallel with the cable, the rotational angle of the spiral spring is adjusted. 
To evaluate the performance of the EREH, the input accelerations and the output voltages 
obtained from the EREH are compared with those from the original rotational energy har-
vester (OREH) (Jung et al. 2012). The comparison results are given in Table 16.1. In the 
table, the electric powers are estimated based on the maximum power transfer theory. It 
can be seen from Table 16.1 that the average value of the output power increases 18.6 times 
(from 0.14 to 2.60 mW), while that of the input RMS acceleration rises 1.7 times (from 0.16 
to 0.27 m/s2 ).

The performance of the EREH under the different levels of cable vibration is also inves-
tigated (see Table 16.2). It can be found from Table 16.2 that as the RMS acceleration 
increases 4.7 times (from 0.34 to 1.60 m/s2 ), the average power increases 9.6 times (from 2.1 
to 20.3 mW). This shows that the EREH can exploit more vibrational energy as the input 
acceleration increases.

Finally, the possibility of using EREH to power a wireless sensor node for the SHM of the 
cable is investigated based on the field test results. When the amounts of energy consump-
tion of a wireless sensor and the power production of an energy harvester are given, the 
required charging time can be calculated as follows:
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In this equation, ‘Efficiency’ is the charging efficiency of the batteries of a wireless sensor 
node. If the measured performance of the EREH is applied to the Imote2, which consumes 
26.14 mWh for once-a-day measurement and 41.48 mWh for twice-a-day measurement, the 
required charging time can be calculated according to Equation 16.2. In the case of once-
a-day measurement, the required charging time at small, normal and large vibration levels 
is 13.8 h, 3.42 h and 1.43 h, respectively, whereas the required charging time in the case 
of twice-a-day measurement is 21.9 h, 5.42 h and 2.27 h, respectively. It can be found that 
it takes 3.42 and 5.42 h, in once-a-day and twice-a-day measurement mode, respectively, 

Table 16.1  Performance comparison

Acceleration (m/s 2  ) Output voltage (V) Estimated power (mW) 

RMS Max. RMS Max. Average Max. 

OREH 0.16 1.00 0.129 0.327 0.14 1.10
EREH 0.27 1.13 0.073 0.323 2.60 50.52

Source : Kim, I.H., et al., Smart Mater. Struct. , 22, 075004, 2013.

Table 16.2   Test results with different vibration levels

Vibration level Small Normal Large 

Maximum acceleration (m/s2 ) 1.27 2.47 2.77
RMS acceleration (m/s2 ) 0.34 1.02 1.60
Maximum voltage (V) 0.221 0.352 0.338
RMS voltage (V) 0.065 0.133 0.205
Maximum power (mW) 23.6 59.9 55.3
Average power (mW) 2.1 8.5 20.3

Source : Kim, I.H., et al., Smart Mater. Struct. , 22, 075004, 2013.
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to generate the electricity, under normal acceleration, to operate a wireless sensor for one 
day. It is not difficult to acquire this vibration level under gentle to moderate wind condi-
tions (a wind speed of 5–6 m/s) at the bridge site considered in this study (Cho et al. 2010). 
Therefore, this demonstrates that the EREH can be used as a power supply for a wireless 
sensor node placed on an inclined stay cable under gentle to moderate wind conditions.

16.3.4.2  Long-term test of a vibration energy harvesting 
system for the health monitoring of bridges

As previously mentioned, a novel PFIG was developed by Galchev et al. (2011a,b,c) to gen-
erate electric energy from traffic-induced bridge vibrations for the purpose of powering 
wireless sensors to monitor the health of bridges. In order to increase the output power and 
improve the long-term reliability and robustness of the harvester, its technical characteris-
tics were adjusted and an enhanced PFIG was created (McCullagh et al. 2014). For the sake 
of clarification, the original PFIG is referred to as PFIG-B1 , whereas the enhanced one is 
called PFIG-B2 . This section gives a brief introduction to the long-term testing of PFIG-B2 
for the health monitoring of bridges.

To build PFIG-B2, the adjustments implemented to maximise power transfer to the cir-
cuit include decreasing the number of coil turns to lower the PFIG-B2’s output impedance 
to 300 Ω , implementing a double magnet structure to better confine and route the flux, and 
changing the inertial mass suspension spring material to improve its reliability, in combina-
tion with new assembly techniques. These changes provide more flux linkage and achieve a 
better volumetric efficiency in the frequency-increased generator (FIG).

The goal of this development was to monitor the bridge harvesting system (BHS) over 
a long period of time and to monitor the FIG outputs and the storage capacitor voltage so 
that the BHS performance could be quantitatively assessed. For this goal, a special-purpose 
Narada wireless sensor node was used and deployed on the NCB. The Narada node samples 
the key BHS metrics once per hour for 90 s at a sampling rate of 100 Hz. The results are 
wirelessly transmitted to a base station and are then available through remote access (Kurata 
et al. 2010a). To facilitate long-term evaluation of the BHS, the Narada node automatically 
discharges the storage capacitor when it reaches 0.7 V. This allows for the average power to 
be estimated by the number of discharges in the 90-second sampling period. Solar cells on 
top of the bridge are wired and power the Narada node, allowing it to perform the described 
functions. It is important to note that the BHS is not used to power the Narada wireless 
sensor node. Figure 16.2 shows the long-term testing system. The PFIG-B2, harvesting cir-
cuit, buffer and level-shift circuits, transmission antenna, Narada node and rechargeable 
batteries (powered by solar panels on top of the bridge) are contained inside a commercially 
available water-tight box. The batteries are used to power the Narada system, the buffers 
and the level-shift circuits, which interface the BHS to the Narada node. The dimensions of 
the box are 30.5  ×  20.3  ×  13.2 cm.

Figure 16.3 summarises 1 week of data. Harvested power is greater during the daytime 
and on weekdays. Each discharge occurring at 0.7 V in the 10  μ F capacitor, recorded dur-
ing a 90 s period, corresponds to 27 nW of power delivered to a load. Once again, it should 
be noted that data recordings are only made once per hour and the number of discharges 
shown in Figure 16.3 is only during the several 90 s measurement windows.

The BHS operated continuously on the NCB for 13 months starting 30 April 2012 (see 
Figure 16.4). Starting in late October 2012, the wireless data collection system began to have 
outages. In many of these cases, measurements from the BHS locally written to non-volatile 
memory on the wireless sensor node were still received a few times a day. The root cause of this 
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is suspected to be the solar harvesting used to power the Narada nodes. Likely, there was not 
enough light during this time of the year (winter season), when wet and foggy weather is com-
mon. This highlights a potential weakness of solar energy harvesting in unmanned systems. 
In the long-term test (see Figure 16.4), the same weekly pattern seen in Figure 16.3 continues 
to be observed, as well as sharp drops in harvested power on US national holidays. Over the 
first 6 weeks the power output remained relatively consistent. The highest power was recorded 
on the morning following Memorial Day on 29 May 2012 and is estimated to be 10.9  μ W (22 
discharges over 90 s; see Figure 16.4). The data clearly demonstrate that the harvested power 
correlates directly to traffic and thus could be a sensed variable itself. The PFIG exhibited a 
reduction in power at the end of June 2012, producing approximately half as much energy.
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Figure 16.2   Long-term testing system on the NCB: (a) the water-tight box, (b) a schematic diagram of the 
long-term test system. (From McCullagh, J.J., et al., Sens. Actuators, A: Phys. , 217, 139–50, 2014.)
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16.3.4.3 Self-powered strain sensor for damage detection

The performance of a self-powered strain energy sensor (SES) for measuring the load applied 
to a structure and transmitting the data wirelessly to a remote receiver was investigated by 
Elvin et al. (2001). The SES uses piezoelectric material to convert the applied mechanical 
strain to an electrical charge. This charge is then used to telemeter a signal to a remote 
receiver. The theoretical and experimental feasibility of using the SES for damage detection 
in a simple structure was further demonstrated by Elvin et al. (2003), and it is briefly intro-
duced in the following.

One possible implementation of the SES for damage detection is schematically shown in 
Figure 16.5. In this case, a network of SESs (shown by SES1 and SES2) are embedded in 
the host structure during construction or attached to the structure at a later date. A load-
ing rig (shown by a two-roller cart in this case) is used to apply the loads to the structure 
of interest with the aim of generating sufficient mechanical strain in the SESs to electrically 
power the transmitter. The transmitter signal is captured by the receiver and is analysed by 
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the associated computer’s CPU. By comparing the output of the SESs at periodic intervals 
throughout the life of the structure, the growth and appearance of damage zones can be 
ascertained.

A simply supported beam under four-point loading is considered to demonstrate the 
SES’s ability to detect damage. The piezoelectric material for the SES is assumed to be 
28  μ m thick polyvinyl difluoride (PVDF) membrane. The structure is assumed to be lin-
early elastic and can be modelled using a plane stress finite element (FE) model. The dam-
age of the structure is simulated by removing a rectangular section of material at the 
centre of the beam. The effect of increasing damage size can be studied by varying the 
fracture length, as shown in Figure 16.6. It should be noted that the results in Figure 16.6 
are normalised so that the undamaged beam has a constant axial strain of 1. It can be 
found from Figure 16.6 that, firstly, substantial changes in strain occur only over a rela-
tively localised area and, secondly, substantial strain changes only occur for relatively deep 
cracks. The voltage generated by surface-mounted piezoelectric material is proportional to 
the integrated axial strain εxx∫  applied over the entire sensing area. In the present illustra-
tive model, the sensor is surface mounted and thus only in-plane strains produce an electric 
charge.

The performance of the SES in detecting damage in a real structure was experimentally 
conducted and compared with the numerical results. A simply supported beam structure 
was built, and a trapezoidal loading of 1 Hz frequency was applied to the beam and mea-
sured by a load cell. The 28  μ m PVDF sensor was attached to the beam and electronic leads 
were then attached from the PVDF sensor to the transmitter circuit using CW2400 conduc-
tive epoxy. The damaged zone was introduced by sequentially cutting the beam in 2 mm 
increments using a standard band saw. The resulting cut was 1.5 mm wide.

A comparison of the experimental and numerical results at various crack depths is plot-
ted in Figure 16.7. For consistency, Figure 16.7 is normalised so that the undamaged beam 
(crack length 0 mm) has a value of 1. It should be noted that the crack depths were made 
with a band saw with an accuracy of ± 0.2 mm. Experimental data are only available for 
crack depths of less than 8 mm. When the crack depth was extended to 10 mm, and the 
same displacement of 2.2 mm used in the previous experiments was applied, the beam 
failed at the damaged zone. Data were collected three times per crack depth. The centre 
of each circle in Figure 16.7 corresponds to the average value of the three measurements. 
The deviation between the maximum and minimum measurements was small and it is thus 
not shown. It can be seen that the FE results broadly agree with those obtained from the 
experiment.

CPU

SES2 SES1Damage
Dynamic load

Receiver

SES3 RF signal

Figure 16.5   Possible implementation of an SES for damage detection. (From Elvin, N. et al., J. Strain Anal. 
Eng. Des. , 38(2), 115–24, 2003.)
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16.4  INTEGRATED VIBRATION CONTROL AND 
ENERGY HARVESTING SYSTEMS

The concept of using harvested energy as the main source of powering control systems to 
achieve a reasonable level of vibration mitigation has gradually become an important topic 
of research. A survey was conducted by Wang and Inman (2012) to review the existing 
methods of mitigating excessive vibration using harvested energy from ambient mechanical 
vibrations via piezoelectricity-based transduction. In the field of civil engineering, since the 
amount of power required in the active control system to mitigate civil structural responses is 
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usually large, as mentioned in Chapter 4, it would be quite challenging to provide such large 
amounts for active control devices using EH techniques, and thus limited research can be 
found to date (e.g. Scruggs 2004; Scruggs and Iwan 2003, 2005). However, the integration 
of vibration control and EH techniques can still be found, mainly in passive and semi-active 
control systems, and a brief introduction to this topic is given in the follow paragraphs.

Since no external power is required for passive control devices, EH devices in passive con-
trol systems are designed to generate electric energy in an attempt to power wireless sensor 
nodes or other electrical devices. For example, Jung et al. (2010a,b) experimentally investi-
gated the feasibility of an adaptive passive control system, consisting of a fluid damper and 
an EM induction part, for suppressing vibration in three-story shear building structures 
subjected to ground accelerations. Ni et al. (2011) conducted a 76-story benchmark simu-
lation study considering along-wind and across-wind excitations. The energy harvesting 
potential was assessed assuming that the overall damping power dissipated by classical, 
parallel and series tuned mass dampers (TMDs) is the overall power output from the TMD. 
Shen et al. (2012) proposed a self-powered vibration control and monitoring system com-
posed of a pendulum-type TMD, a rotary EM device, an EH circuit and a wireless smart 
sensor. The regenerative electromagnetic TMD (EMTMD) was able to convert the vibration 
energy of structures to electrical energy that can be further stored and used to power wire-
less sensors to monitor structural vibration responses. Tang and Zuo (2012) presented an 
approach to harvesting the vibration energy from tall buildings with TMDs by replacing the 
energy dissipating element with an EM harvester. The simultaneous energy harvesting and 
vibration control were demonstrated, for the first time, by an experiment based on a three-
story building prototype with an electricity-generating TMD.

It is known that the power required to operate semi-active control devices is quite small 
and that many of them can even work at the battery power level. Thus, it is possible to 
use the energy generated by EH devices as the main source or at least an alternative source 
for powering semi-active control devices. Increasing attention has been paid in this area 
with the aim of establishing sustainable smart control systems. For example, Wang et al. 
(2009) proposed a self-powered semi-active control system based on an magnetorheologi-
cal (MR) damper for the seismic protection of bridges. The proposed system used a linear 
permanent-magnet DC generator that served as a velocity sensor and a power generator. 
The harvested power was then used to power the MR damper through a control circuit. 
A self-powered smart damping system composed of an MR damper and an EM induction 
device was proposed for cable vibration reduction (Kim et al. 2010; Jung et al. 2011b). 
This EM device was able to convert vibration energy into electrical energy that was used as 
an alternative power source for the MR damper. The performance of this smart damping 
system was experimentally investigated via a full-scale, 44.7 m long, high-tension cable. 
Sapiń ski (2011) presented a self-powered, self-sensing MR damper–based vibration control 
system. The structural vibration energy was captured by the EM induction device and 
applied to control the damping characteristics of the MR damper. The energy balance of 
the self-powered vibration reduction system with the MR damper and EM generator was 
further investigated numerically and experimentally (Snamina and Sapiń ski 2011; Sapiń ski 
et al. 2011).

In the following subsections, an electromagnetic damping and energy harvesting 
(EMDEH) device proposed by Shen et al. (2012) and Shen (2014) is introduced. The two 
fundamental issues with this device – that is, how to extract the maximum power from the 
EM damper and how to achieve the optimal control for the structure – are discussed. The 
application of the EMDEH on a full-scale stay cable is given in the last part of this section 
(Shen and Zhu 2015; Shen et al. 2016).
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16.4.1  Electromagnetic dampers for vibration 
damping and energy harvesting

An introduction to EM dampers for the purpose of structural vibration attenuation has 
been given in Chapter 4. In light of the energy conversion from mechanical energy to electri-
cal energy, EM devices can also serve as energy harvesting or energy regeneration devices.

In general, an EM damper is composed of two major components: a permanent magnet 
and coils. According to Faraday’s law, when the permanent magnet and coils move relative 
to each other, a back electromotive force (EMF) – that is, an open-circuit voltage – is gener-
ated in the coils. The open-circuit voltage is proportional to the velocity of the moving part 
in the EM damper but opposite in sign. The open-circuit voltage u 0  is given by (Okada et al. 
1997; Palomera-Arias 2005)

 u e K x0 = − = e d�  (16.3)

where K e  is the back EMF constant (V· s/m), dependent on the geometric and magnetic prop-
erties of the EM damper, and x  d  is the velocity time history of the EM damper.

According to Lorentz’s law, the back EMF produces a current if the circuit is closed. 
Consequently, EM damping force f em  is exerted on the moving magnet, given by (Okada 
et al. 1997; Palomera-Arias 2005)

 f K iem f= 0  (16.4)

where i 0  is the instantaneous current in the coils and the proportional coefficient K f  is the 
force constant of the damper (N/A), which is equal to K em . Hence, K em  = K f  = K e , which is 
also known as the machine constant  of EM damper.

The EM damping force is always against the relative movement and converts a portion 
of the vibration energy into electricity instead of heat. The electrical energy can thus be 
extracted if properly designed circuits are used.

The damping characteristics of EM dampers are established with respect to parasitic 
damping and EM damping. Here, the parasitic damping is modelled by a superposition of 
two components: viscous damping and Coulomb damping. These two damping forms are 
widely considered in the dynamic analyses of civil structures. The latter is a typical rate-
independent damping form used to account for the friction effect. Under harmonic excita-
tion, the average power of parasitic damping can be estimated by

 
P F fd c f dp c m= +4 2 2 2 2π

 (16.5)

where:
 F c  represents the magnitude of the Coulomb friction force
 c m  is the viscous damping coefficient
 d  is the displacement amplitude of harmonic motion
 f  is the oscillation frequency of harmonic motion

According to the equal energy dissipation rules, the parasitic damping coefficient C p  can 
then be given as
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2π  

(16.6)
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where F c  and c m  are the constants to be evaluated using P p . It can be seen that the parasitic 
damping coefficient C p  varies with the frequency and amplitude of the harmonic oscillation 
because of the consideration of Coulomb damping.

EM damping can be determined as (Graves 2000; Stephen 2006)

 
C

K
R R

em
em
2

coil load

=
+  

(16.7)

in which R load  is the external resistance and R coil  is the resistance of coils. It can be observed 
that the EM damping coefficient can be easily changed by adjusting the external resistance. 
Maximum EM damping can be achieved with a short circuit – that is,

 C K R Rem,max em
2

coil load/      when = = 0  (16.8)

As mentioned before, the total damping coefficient of EM damper C d  is the superposition of 
the parasitic and EM damping, and thus can be expressed as

 
C C Cd p em= +

 
(16.9)

16.4.2 Energy harvesting circuits in electromagnetic dampers

The electrical energy converted by an EM damper can be harvested and stored when an 
EH circuit is connected to the EM damper. Then, the corresponding EM damping can 
be estimated by substituting the input resistance of the EH circuit into Equation 16.7. 
Therefore, the EH circuit features not only affect harvesting efficiency but also the damp-
ing characteristic of the designed EMDEH device. Achieving efficient energy harvesting 
and optimal damping performance should be addressed simultaneously in the design of an 
EH circuit.

For the design of an EH circuit, the selection of energy storage element should be consid-
ered first. A supercapacitor or rechargeable battery is usually employed as an energy storage 
element in energy harvesting, but a rechargeable battery is often preferable because of its 
higher power density and lower self-discharge rate (Casciati and Rossi 2007). Compared 
with a supercapacitor, the voltage of a rechargeable battery is more stable during the charge 
process. However, rechargeable batteries usually have stringent charge requirements to 
avoid potential overcharge, which may damage the batteries, while supercapacitors are able 
to withstand very high charge and discharge rates and require relatively simple charging 
methods. Besides, supercapacitors do not suffer from memory effects like some batteries and 
have virtually very long lives.

Given that the damping coefficient of an EMDEH device depends on the input resis-
tance of the EH circuit, as shown in Equation 16.7, an EH circuit with nearly constant 
input resistance is favourable because the EMDEH device can maintain a stable damping 
coefficient close to the optimal value. The maximum harvesting efficiency can be main-
tained in a certain operating range if the input impedance is resistive and equals the optimal 
load resistance. A stand-alone simple EH circuit with low power consumption is also desir-
able, given the low output power in vibration-based energy harvesting. A theoretical and 
experimental study of linear EM dampers connected with four representative circuits was 
conducted by Zhu et al. (2012), where the dynamic characteristics of linear EM dampers, 
including parasitic damping, EM damping, energy conversion efficiency and output power, 



556 Smart civil structures

were modelled and discussed systematically for each circuit. In this section, a discontinuous 
conduction mode (DCM) buck-boost converter with a fixed duty cycle (Lefeuvre et al. 2007) 
is employed as the performance optimisation circuit to optimise both vibration damping and 
energy harvesting.

Figure 16.8 presents the architecture of the EH circuit, which is comprised of a full-wave 
bridge rectifier, a DCM buck-boost converter with a fixed duty cycle and a rechargeable 
battery. The bridge rectifier utilises Schottky diodes because of its low forward voltage drop 
(typically 0.25 V). An input capacitor connected to the bridge rectifier smoothens the DC 
voltage waveform input to the buck-boost converter. Another function of the input capacitor 
is to serve as a power supply for a crystal clock generating a control signal to drive the power 
switch SW (see Figure 16.8). The average input resistance of a DCM buck-boost converter 
can be estimated as follows (Erickson 1997; Lefeuvre et al. 2007):

 
R

Lf
d

in,dcm
sw

c
2= 2

 
(16.10)

where L  and f sw  are the inductance and switching frequency of the buck-boost converter, 
respectively, and d c  denotes the duty cycle. Equation 16.10 indicates that the average input 
resistance of the DCM buck-boost converter is controlled by the duty cycle of the power 
switch, the inductance and the switching frequency. Given the prescribed circuit param-
eters, the DCM operation leads to a constant input resistance of the buck-boost converter.

16.4.3 Power flow in electromagnetic dampers

Power flow or energy flow is a fundamental issue in energy harvesting from a vibrating 
structure. According to the energy balance equation, the input energy to a structure sub-
jected to dynamic external excitations is always equal to the summation of the kinetic energy 
of the structural mass, the elastic strain energy, the dissipative energy caused by inherent 
structural damping and the dissipative energy caused by passive dampers, if any (Soong and 
Dargush 1997). The last part of the energy would be absorbed by the EM dampers if the 
structure is equipped with an EMDEH system. On the other hand, this part of the power 
becomes input power P in  to the EMDEH system:

 P f xin em m= ⋅ �  (16.11)
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Figure 16.8   Schematic diagram of the performance optimisation circuit using a DCM buck-boost converter. 
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where f em  and x  m  are the instantaneous damper force and the velocity of the moving magnet, 
respectively. In the energy conversion process from the damping energy of an EMDEH device 
to the terminal electrical energy stored in an energy storage element, multiple power losses 
occur when the power flows through the EM damper and EH circuit. The input power is 
dissipated by two different damping effects of the EM dampers – that is, parasitic damping 
power P p  and EM damping power P em . Parasitic damping arises due to various mechanical 
power losses when the EM dampers are in motion. In general, parasitic damping is indepen-
dent with the current in circuit and can be evaluated in an open-circuit situation. EM damp-
ing arises only when the circuit is closed and the current flows in the circuit. Only a portion of 
electric power, output power P out , can finally be stored in energy storage elements or utilised 
by end instruments. The other part will be dissipated by the copper loss of the coil, P coil , and 
the power loss induced by the EH circuit, P ehc . The energy balance equation can be written as

 
P P P P P P P P P Pin p em p coil g p coil ehc out= + = + + = + + +

 
(16.12)

where P g  is the gross output power from the EM dampers. These average power terms can 
be calculated as follows:
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(16.13)

where:
 T c    is the calculation period
 i 0     is the instantaneous current flowing in the damper coils; in particular, if a 

rectifier is used, |i 0 |  ≈  i rect 
 u i     is the instantaneous output voltage from the EM damper coils
 u c  and i c   are the instantaneous voltage and charging current of the energy storage 

element, respectively

16.4.4 Energy harvesting efficiency of electromagnetic dampers

The EH efficiency of an EMDEH device is defined in this section to quantify the perfor-
mance of EMDEH devices. This quantification enables the assessment of the design of an 
EMDEH device given different EM damper parameters and different circuits. The EH effi-
ciency of an EMDEH is defined as follows:

 
η η η η= = ⋅ ⋅P

P
out

in
1 2 3

 
(16.14)

where:
 η  is the overall EH efficiency of the EMDEH device (harvesting efficiency)
 η 1  is the electromechanical coupling coefficient that describes the conversion effi-

ciency from the mechanical power to electrical power
 η 2  is the efficiency of the EM damper, which is affected by the power loss because of 

the coil resistance
 η 3  is the efficiency of the EH circuit
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These efficiency terms can be calculated as
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(16.15)

All of the efficiency terms expressed in Equations 16.14 and 16.15 should be less than one 
because of the power loss in each conversion process. Notably, all the efficiency terms in this 
section are average efficiency unless otherwise stated.

Minimising the total power loss in an EMDEH device, P p  + P coil  + P ehc , is necessary to 
enhance the overall energy conversion efficiency. The power loss because of the parasitic 
damping should be minimised to enhance the efficiency η 1 ; a small resistance of the coil can 
maximise η 2 ; and a high-efficiency circuit design can maximise the ratio η 3 . The optimisa-
tion of the EH performance of EMDEH devices aims to maximise output power, which 
claims for the maximum harvesting efficiency η max  and the maximum input power P in,max . 
The harvesting efficiency η  is dependent on the EMDEH device alone, including the EM 
damper used and the EH circuit, while the maximum input power needs to be optimised by 
the dynamic analysis of the structure-EMDEH system.

An optimal load resistance or optimal input resistance of the EH circuit is proposed by 
Shen (2014) for the purpose of achieving the maximum harvesting efficiency.
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16.4.5 Testing electromagnetic dampers

16.4.5.1 Design and fabrication

The performance optimisation circuit using a DCM buck-boost converter mentioned ear-
lier was designed and fabricated for the device test in this subsection, and its experimental 
application to a scaled stay cable will be presented in Section 16.4.9. Figure 16.9 shows the 
experimental circuit diagram of the performance optimisation circuit using a DCM buck-
boost converter. In this circuit, a low-power clock oscillator IC (OV-1564-C2, Micro Crystal, 
Switzerland) with a typical supply voltage in the 1.2 to 5.5 V range was used to generate a fixed-
frequency (f sw  = 32.768 kHz) rectangular driving signal for the metal–oxide–semiconductor 
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Figure 16.9   Experimental circuit diagram of the performance optimisation circuit using a DCM buck-boost 
converter. (From Shen, W.A., Electromagnetic damping and energy harvesting devices in civil 
structures, PhD diss., Department of Civil and Environmental Engineering, Hong Kong 
Polytechnic University, 2014.)
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field-effect transistor (MOSFET). The duty cycle d c  of the clock oscillator IC ranged from 
0.4 to 0.6 (typically, 0.5). Based on the typical duty cycle (d c  = 0.5) and switching frequency 
(f sw  = 32.768 kHz), an inductor (L  = 68  μ H) was used to emulate a 17.8 Ω  resistor according to 
Equation 16.10. A rechargeable NiMH battery (nominal voltage 3.7 V) was used because of 
its low charging current, which ranges from 8.4 mA to 140 mA. An additional 10  μ F tantalum 
capacitor (C3) was added parallel to the NiMH battery to reduce ripple current across the bat-
tery, thus enabling longer battery life. The printed circuit board was designed using industry-
standard computer-aided design tools. A single-layer board, 3.0 ×  9.5 cm, was designed using 
the Protel DXP software. The complete circuit placement design from Protel DXP is shown in 
Figure 16.10a. A picture of the prototype circuit board is shown in Figure 16.10b.

16.4.5.2 Experimental setup

The experimental study on an EMDEH device with a performance optimisation circuit 
was divided into two parts: a circuit board test alone with respect to input resistance and 
efficiency, and a test of the damping characteristics of the EMDEH device when connected 
to the performance optimisation circuit. The former is shown in Figure 16.11. A DC power 
supply was used to power the circuit board. The output signal of the clock oscillator IC and 
the driving signal for the MOSFET were measured by an Agilent oscilloscope. The rectifier 
output current and the charging current were measured through the voltage drop of two 
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Figure 16.10   The printed circuit board of the performance optimisation circuit: (a) printed circuit board lay-
out, (b) photo of the prototype circuit board. (From Shen, W.A., Electromagnetic damping and 
energy harvesting devices in civil structures, PhD diss., Department of Civil and Environmental 
Engineering, Hong Kong Polytechnic University, 2014.)
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Figure 16.11   Experimental setup of the performance optimisation circuit. (From Shen, W.A., Electromagnetic 
damping and energy harvesting devices in civil structures, PhD diss., Department of Civil and 
Environmental Engineering, Hong Kong Polytechnic University, 2014.)
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0.05 Ω  high-precision resistors, where the small voltage drop signals were amplified by the 
voltage amplifier and filter with an amplification factor of 40dB. All the signals of interest, 
including the rectifier output voltage and NiHM battery voltage, were collected by a data 
acquisition system with a sampling frequency of 500 Hz. A low-pass analogue filter was set 
with a cut-off frequency of 100 Hz.

Figure 16.12 shows the experimental setup for the damping characteristics test of the 
EMDEH device connected to the performance optimisation circuit. A commercial linear voice 
coil motor (Moticont, model no. GVCM-095-051-01) was used as an EM damper. The diame-
ter of the cylindroid linear EM damper was 95.3 mm and its length was 45.2 mm. A miniature 
load cell located between the EM damper and the cable was used to measure the damper force. 
In addition, the acceleration and displacement responses of the EM damper were measured by 
a miniature accelerometer and laser displacement sensor, respectively. The EM damper was 
driven by the motion of the scaled stay cable subjected to harmonic excitation. The damping 
characteristics test of the EM damper connected to the performance optimisation circuit was 
actually a part of the scaled cable dynamic test presented in Section 16.4.9.

16.4.5.3 Efficiency and input resistance of the circuit

This section presents the test results of the performance optimisation circuit with respect 
to input resistance and efficiency. Figure 16.13 shows the voltage–current relationship 
(u rect –i rect ) of the rectifier output port (i.e. DCM buck-boost converter input port). The recti-
fier output current i rect  rises linearly with an increasing rectifier output voltage u rect  when 
the rectifier voltage is larger than 1.3 V, while a linear relationship with a smaller slope is 
observed when the rectifier voltage is smaller than 1.3 V, as shown in Figure 16.13. The 
linear u rect –i rect  relationship implies that the input impedance characteristic of the DCM 
buck-boost converter was nearly resistive, although the voltage–current curve does not pass 
through the origin. Thus, Figure 16.13 provides evidence that the performance optimisation 
circuit can approximately emulate a constant resistor. The average input resistance was esti-
mated to be approximately 18.4 Ω . This is close to the theoretical prediction (17.8 Ω ) given 
by Equation 16.10 where duty cycle d c  = 0.5.

EM damper

Charge amplifier

Laser displacement sensor

Load cell

Accelerometer

Figure 16.12   Experimental setup of the EM damper connected to the performance optimisation circuit. (From 
Shen, W.A., Electromagnetic damping and energy harvesting devices in civil structures, PhD diss., 
Department of Civil and Environmental Engineering, Hong Kong Polytechnic University, 2014.)
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Figure 16.14 shows the efficiency varies with the rectifier current and rectifier output 
power. The DCM buck-boost converter efficiency increases rapidly from 18% to 68% when 
i rect  is in the range of 38–75 mA. The value then becomes approximately constant (71%). A 
similar relationship can be found in the efficiency–power curve presented in Figure 16.14b. 
The variation may be attributed to the change law of on-resistance of the MOSFET. The 
on-resistance in a DCM buck-boost converter may be up to several ohms high during low-
power operation (< 100 mW) but is closer to the typical value (0.33 Ω ) during high-power 
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Figure 16.14   Measured efficiency–current and efficiency–power curve of the DCM buck-boost converter in 
the performance optimisation circuit: (a) efficiency–current, (b) efficiency–power. (From Shen, 
W.A., Electromagnetic damping and energy harvesting devices in civil structures, PhD diss., 
Department of Civil and Environmental Engineering, Hong Kong Polytechnic University, 2014.)
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Figure 16.13   Voltage–current characteristics of the rectifier output port. (From Shen, W.A., Electromagnetic 
damping and energy harvesting devices in civil structures, PhD diss., Department of Civil and 
Environmental Engineering, Hong Kong Polytechnic University, 2014.)
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operation (> 100 mW). Therefore, a low on-resistance feature of the MOSFET is quite 
important in performance optimisation circuit design.

16.4.5.4 Damping characteristics

Harmonic and random vibration tests on the scaled stay cable with an EMDEH device 
(K em  = 38.0 V· s/m or N/A; R coil  = 9.3 Ω ) connected to a performance optimisation circuit 
were conducted to calibrate the damping characteristics. Based on the measured displace-
ment, acceleration and damper force, the displacement–force and velocity–force relation-
ships can be obtained. Owing to the inertial effect of the moving mass of the EM damper, 
the true damping force is obtained by subtracting the inertial term.

Figure 16.15 exhibits a sample velocity–force plot obtained from the data collected. The 
damping force, which consists of the parasitic damping force and EM damping force, rises 
linearly with an increasing damper velocity. The total damping coefficient identified from 
the test results is 69.4 N· s/m, consisting of the EM damping coefficient C em  (33.5 N· s/m) 
and the parasitic damping coefficient C p  (30.9 N· s/m). The parasitic damping coefficient was 
identified in an open-circuit case.

Figure 16.16 shows a sample velocity–force plot obtained from the data collected in the 
random vibration test. The damping force rises almost linearly with increasing damper 
velocity. In this case, the measured total damping coefficient C d  is 69.6 N· s/m. When sub-
tracting the parasitic damping coefficient C p  (32.4 N· s/m), the measured C em  is 37.2 N· s/m. 
The experimental results validate the modelling of the EMDEH device with a performance 
optimisation circuit. Both theoretical and experimental results confirm that the damping 
characteristics of the EM damper connected to a performance optimisation circuit are simi-
lar to those of linear viscous dampers. Because of the linear damping characteristics, the 
EMDEH device with a performance optimisation circuit can maintain a stable optimal 
damping setting for passive vibration control. This feature is desirable in EMDEH device 
design for a regenerative TMD or the vibration mitigation of bridge stay cables.
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Figure 16.15   Measured velocity–force plot of the EMDEH device with the performance optimisation cir-
cuit subjected to sine sweep excitation (11.9 to 12.3 Hz). (From Shen, W.A., Electromagnetic 
damping and energy harvesting devices in civil structures, PhD diss., Department of Civil and 
Environmental Engineering, Hong Kong Polytechnic University, 2014.)
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16.4.6 Power flow in integrated systems

As mentioned previously, the input energy to a structure subjected to dynamic external 
excitations is always equal to the summation of the kinetic energy of the structural mass, 
the structural strain energy, the dissipative energy caused by inherent structural damping 
and the dissipative energy caused by passive dampers, if any. This energy balance or energy 
conversion is represented in the power flow shown in Figure 16.17, which enables the direct 
assessment of the EH performance, in terms of output power and EH efficiency.

A general multi-degree-of-freedom (MDOF) structure equipped with EMDEH devices 
is considered. One or more EMDEH devices can be installed in an MDOF structure for 
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Figure 16.16   Measured velocity–force plot of the EMDEH device with the performance optimisation cir-
cuit under random vibration (0 to 25 Hz). (From Shen, W.A., Electromagnetic damping and 
energy harvesting devices in civil structures, PhD diss., Department of Civil and Environmental 
Engineering, Hong Kong Polytechnic University, Hong Kong, 2014.)
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Struct. , 34, 198–212, 2012.)
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vibration mitigation and energy harvesting simultaneously. N -dimensional vector F d   sym-
bolises the damper forces provided by EMDEH devices, and the structure is assumed to 
respond within an entirely elastic range. As a result, the motion of the structure-EMDEH 
system is given by

 Mx + C x + Kx F =s d�� � + F  (16.17)

where:
 M , C s   and K   are the N  ×   N  global mass matrix, damping matrix and stiffness 

matrix, respectively
 ẍ  , ẋ   and x   are the N -dimensional vectors that denote the acceleration, velocity 

and displacement response of the structure, respectively
 F    is the N -dimensional vector that denotes the external force vector 

imposed on the structure

The energy balance equation can be formed by integrating the individual force terms in 
Equation 16.17 over the entire displacement history (Soong and Dargush 1997). Based on 
the energy balance equation, the power flow can be straightforwardly obtained by calculat-
ing the average power of each energy term, given a specific calculation time T c . The power 
flow of an MDOF structure is given by

 P P P Pex ds vs in= + +  (16.18)

where:
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where:
 t 0  is an arbitrary time
 P ex  is the input power to the structure because of the external dynamic excitation
 P ds  is the inherent damping power of the structure
 P vs  is the rate of change (ROC) of the structural mechanical energy
 E vs  is the mechanical energy of the structure, consisting of kinetic energy and elastic 

strain energy
 P in  is the total damping power of the EMDEH devices – that is, the total input power 

from the structure to the devices

The input power to the structure caused by the external dynamic excitation P ex  is con-
verted to three parts – namely, P ds , P vs  and P in , as shown in Figure 16.17. Assuming that the 
external excitation is stationary, the ROC of the structural mechanical energy P vs  tends to 
be zero. As a result, the input power caused by external disturbance is equal to the damping 
power contributed by the inherent damping mechanism and EMDEH devices. Thus,

 P P Pex ds in= +  (16.20)
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Equation 16.20 implies that the mechanical energy (the sum of the kinetic energy and the 
elastic strain energy) is stable, and all the power input to the primary structure is dissipated 
(or harvested) by the inherent damping mechanism and the EMDEH devices.

16.4.7 Analysis of structure-EMDEH systems

In this section, an analysis of structure-EMDEH systems is performed considering the sto-
chastic forces acting on civil structures. The closed-form solutions of the damping power, 
as well as the output power of the EMDEH devices when attached to a single-degree-of-
freedom (SDOF) or MDOF structure, are given by the analysis. The optimal damping coef-
ficient for passive vibration control and for energy harvesting is discussed based on the 
analytical solutions.

To address the output power optimisation of EMDEH devices installed in a structure, an 
analysis of the coupled structure-EMDEH system is required. This analysis differs from the 
output power optimisation of energy harvesters in which the harvesters’ reaction to primary 
structures is negligible, such that the problem is essentially uncoupled. In this analysis, the 
performance optimisation circuit as mentioned in Section 16.4.2 is adopted as the EH circuit 
attached to the EM device. The DCM buck-boost converter in a performance optimisation 
circuit can emulate resistance within a wide voltage range, which enables it to behave like 
a resistor. Under these conditions, an EMDEH device can be modelled as a linear viscous 
damper. Consequently, the analysis of the coupled structure-EMDEH system is simplified 
as a structural dynamic analysis. In this way, output power is optimised with respect to the 
damping of the EMDEH devices. In addition, forces acting on the civil structures such as 
wind loads, traffic loads and ocean wave loads are characterised as random excitations. For 
simplicity, the random force is assumed to be ideal white noise or band-limited white noise. 
Another assumption is that the structures installed with the EMDEH device(s) respond in a 
linearly elastic manner. In addition, the inherent damping of MDOF structures is modelled 
by the proportional damping matrix (also known as a classical damping matrix) in the pre-
sented formulation, and the damping contribution of the EMDEH devices is represented by 
the modal damping ratios. The resulting damping matrix, including inherent damping and 
the damping of EMDEH devices, is proportional. Consequently, the equations of motion of 
the structure-EMDEH system can be solved using the normal mode approach, also known 
as the modal superposition method . The output power analysis and optimisation can be 
performed using random vibration theory, which is presented in the subsequent subsections.

16.4.7.1 Integrated SDOF systems

To assess the optimal damping for vibration control and energy harvesting, an SDOF 
structure is first analysed. An SDOF structure subjected to an external force is shown in 
Figure 16.18, and its motion is given by

 mx cx kx f t�� �+ + = ( )  (16.21)

where:
 m , c  and k   denote the mass, damping coefficient and stiffness of the structure, 

respectively
 x   is the displacement response of the structure
 f (t )  is the external force
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Notably, the damping coefficient of the SDOF structure, c , is contributed by the inher-
ent structural damping coefficient, C s , and the total damping coefficient of the EMDEH 
device, C d .

Equation 16.21 can be rewritten as

 �� �x x x g tn n+ + =2ζω ω2 ( )  (16.22)

where:
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Here, ω n  , ζ  and g (t ) are the natural frequency, damping ratio and the generalised force, 
respectively. The velocity complex frequency response function (FRF) of the SDOF structure 
can then be obtained using Fourier transforms:
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where j  is the imaginary unit and ω  is the frequency of the external force.
Civil structures may undergo random vibration when wind and seismic loads are applied. 

Therefore, random excitation is considered here to investigate the EH performance of an 
EMDEH device attached to an SDOF structure. In this subsection, random excitation is 
modelled as white noise with a constant power spectral density (PSD) S f   (ω ) = S 0 , which 
is  generally employed to characterise random vibration. The PSD of velocity response is 
given by
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The average damping power of the entire SDOF system is then given by

 
P E p t cx t c S d

cS
m

H dx vd d= [ ] =   = =
−∞

+∞

−∞

+∞

∫ ∫( ) E ( ) ( ) ( )� �
2 0

2

2ω ω ω ω == πS
m

0

 
(16.26)

x

mf

k

c

Figure 16.18   SDOF structure-EMDEH system.
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When the excitation is a band-limited white noise excitation, Equation 16.26 is an 
approximate estimation provided that the frequency band is sufficiently wide. In stationary 
vibration, the power transmitted to the SDOF structure due to random external excitation 
is equal to the damping power of the entire system, such that

 
P P
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ex d= = π 0

 
(16.27)

The units of S 0  and m  in Equations 16.26 and 16.27 are N2 · s/rad and kg, respectively. If the 
unit of S 0  is N2 /Hz, Equations 16.26 and 16.27 can be expressed as P ex  = P d  = S 0 /(2m ). In 
addition, Equations 16.26 and 16.27 indicate that the average damping power of the entire 
SDOF structure, as well as the power transferred to the structure because of external excita-
tion, is constant and independent of the damping coefficient c  or the damping ratio ζ . The 
average damping power is proportional to the PSD of random excitation and is inversely 
proportional to the mass of the SDOF structure.

When the SDOF structure-EMDEH system is subjected to white noise ground motion 
excitation, the closed-form solution of the average damping power of the whole system is 
P ex  = P d  =  π mS 0  (S 0 : PSD of white noise ground motion acceleration; unit: [m/s2 ]2 · s/rad) or 
P ex  = P d  = 0.5 mS 0  (S 0 : PSD of white noise ground motion acceleration; unit: [m/s2 ]2 /Hz). 
This analytical result indicates that the average damping power of the SDOF structure, 
when subjected to white noise ground motion excitation, is proportional to the mass. A 
more general conclusion was drawn by Mitcheson (2005) when considering the base motion 
input (seismic forces): ‘Power is proportional to proof mass for any waveform.’

The preceding discussion indicates that a larger greater proof mass produces more output 
power from the EMDEH device when considering ground motions (base motions or seis-
mic forces). In contrast, a larger proof mass results in less output power from the EMDEH 
device when considering external loads, such as wind loads.

Based on Equation 16.26, the input power of the EMDEH device is given by

 
P P

S
m

in d
d

s d

d

s d

= ⋅
+

= ⋅
+

ζ
ζ ζ

π ζ
ζ ζ

0

 
(16.28)

Equation 16.28 reveals that the input power to the EMDEH device P in  depends on the 
EMDEH device’s contributed damping ratio ζ d , although the overall damping power P d  is 
independent of damping and P in  increases with the increasing damping ratio contributed 
by the EMDEH device. It can be concluded that in the SDOF structure-EMDEH system, 
increasing the EMDEH device damping coefficient C d  – that is, increasing the damper size 
(or EMDEH device size) – results in better vibration control and EH performance.

Considering the harvesting efficiency of the EMDEH device (see Equation 16.14), the 
output power can be given by
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Equation 16.29 indicates that the maximum output power of the EMDEH device corre-
sponds to the maximum harvesting efficiency if the damping coefficient of the EMDEH 
is determined. The condition for achieving maximum harvesting efficiency is expressed in 
Equation 16.16 for a specific EMDEH device in terms of the fixed K em , R coil  and C p .
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16.4.7.2 Integrated MDOF systems

MDOF systems are more practical representations of real civil structures (such as high-rise 
buildings) that have potential applications to the proposed EMDEH device for simultaneous 
vibration control and energy harvesting. In this section, an N -DOF structure subjected to 
external random excitation is considered. It is known that, for a linearly elastic structure, 
the displacement vector x  can be expressed as the sum of modal responses.

 x = yFF  (16.30)

where 𝚽   is the mode shape matrix that consists of N  independent modal vectors (𝚽   = [ϕ 1 , 
ϕ 2 …  ϕ N ]), and y  is the normal coordinate vector.

As mentioned earlier, suppose the damping matrix, including inherent damping and the 
damping of EMDEH devices, is proportional and satisfies the orthogonality condition. 
Consequently, the equation of motion of the MDOF structure can be easily decoupled to 
N  independent SDOF differential equations in the frequency domain. The responses of the 
MDOF structure are the superposition of the modal responses of the N  SDOF structures, 
which are given by Equation 16.30.

The instantaneous damping power of the MDOF structure can be given as
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where ς j  , ω j   and Mj are the modal damping ratio, modal frequency and modal mass of the 
j th mode, respectively. Equation 16.31 indicates that the damping power of the MDOF 
structure is the sum of the damping power of each mode. The average damping power is 
given by
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With proper transformation, the average overall damping power can be rewritten as (Shen 
2014)
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where ϕ pj   and ϕ qj   are the components of j th mode shape vector at locations of p  and q , 
respectively, and w pq   is the (p , q ) entry in an N  ×   N  constant matrix that is used to represent 
the PSD matrix of the random force vector.

The power input to the MDOF structure by the external excitation (also called excitation 
power ) is given by
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Similar to the SDOF structure, Equations 16.33 and 16.34 indicate that both the aver-
age overall damping power of the entire MDOF structure P d  and the power input to the 
structure P ex  are independent of the damping ratio. The average overall damping power is 
proportional to the PSD of random excitation S 0  and is inversely proportional to the modal 
mass of the MDOF structure. The energy input to the MDOF structure by random excita-
tions is dissipated by the inherent structural damping and the EMDEH devices attached to 
each DOF. Hence, the input power of the EMDEH devices is a portion of the overall damp-
ing power of the entire MDOF structure-EMDEH system, which is given by
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where ζ s  , j   and ζ d  , j   are the damping ratios contributed by the inherent structural damping 
and the EMDEH devices, respectively.

Assuming that the EMDEH devices attached to the MDOF structure have the same har-
vesting efficiency η , the output power of the EMDEH devices can be expressed as follows:
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Notably, the unit of the PSD of the white noise excitation is N2 · s/rad. If cyclic frequency is 
used, in which the unit of S 0  is N2 /Hz, the corresponding formulas in Equations 16.34 to 
16.36 should be rewritten similarly to those in Section 16.4.7.1. Thus,
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It should be pointed out that the ideal white noise excitation with infinite bandwidth does 
not realistically exist. Therefore, the random excitation imposed on a structure is usually 
assumed as band-limited white noise in practical applications. In this case, the power items 
P ex , P d , P in  and P out  can be derived in the same manner. Each power item shares similar 
expressions in Equations 16.34 through 16.36 and is the sum of the powers of all the modes 
that are excited by the band-limited white noise.

16.4.8 Application to stay cables

Stay cables are critical load-carrying elements in cable-stayed bridges and are often vulnerable 
to excessive vibration under wind excitations because of their inherent low damping and high 
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flexibility. Passive dampers are usually employed to enhance their damping to avoid exces-
sive vibrations, such as wind- and rain-induced vibrations. When using EMDEH devices to 
replace conventional passive dampers, harmful vibrations can be suppressed and the vibration 
energy of the stay cable can be simultaneously harvested. The harvested electric power can 
then serve as the power supply of the wireless sensors which monitor the behaviours of the 
stay cable. This section presents the application of a novel EMDEH device to real stay cables 
through scaled cable model testing (Shen and Zhu 2015; Shen et al. 2016). The vibration 
control and EH performances of the EMDEH device with a performance optimisation circuit 
were investigated through both a sine sweep vibration test and a random vibration test.

16.4.8.1 Experimental setup

A scaled stay cable 5.85 m in length was employed in this experimental study. Table 16.3 
shows the main parameters of the scaled stay cable model. Lumped masses at 90 mm inter-
vals were arranged along the steel cable to simulate an appropriate mass density. A constant 
tension force (960 N) measured by a load cell (model no.: HONRE S314-2T) in the lower 
anchorage was applied to the scaled stay cable in this experimental study. The fundamental 
frequency of the scaled stay cable is 4.086 Hz, and the natural frequencies of the first six 
modes are shown in Table 16.4. A corresponding analytical model with 200 uniformly spaced 
segments using finite difference (FD) formulation (Mehrabi and Tabatabai 1998) was also 
established. All the parameters were set according to the values shown in Table 16.3. The 
calculated natural frequencies are consistent with the measured ones, as shown in Table 16.4.

Figure 16.19 schematically shows the test setup of the scaled stay cable vibration test with 
an EMDEH device. The test used an LDS V406 permanent magnet shaker, installed at the 
location 0.019l  from the higher anchorage, to generate the exciting forces (see Figure 16.19). 

Table 16.3  Main parameters of scaled stay cable and EM damper

Item of cable Value Item of EM damper Value 

Mass per unit length 0.442 kg/m Machine constant 38.0 V· s/m or N/A
Cable length 5.85 m Coil resistance 9.3 Ω 
Inclination 15.5° Diameter of damper 95.3 mm
Static tension force 980 N Length of damper 45.2 mm
Diameter 4 mm Moving mass of damper 0.443 kg
Cross-sectional area 7.28 mm2 Location of damper 0.05l 
Young’s modulus 8.242 ×  104  Mpa
Axial stiffness 6 ×  105 

Source : Shen, W.A., et al., Smart Mater. Struct. , 25(6), 65011–27, 2016.

Table 16.4  Measured and computed natural frequencies of scaled stay cable

Measured frequency (Hz) FD modelling (Hz) Difference (%) 

4.086 4.089 0.07
8.050 8.057 0.09
12.081 12.096 0.12
– 16.142 –
20.230 20.204 0.13
24.352 24.282 0.29

Source : Shen, W.A., et al., Smart Mater. Struct. , 25(6), 65011–27, 2016.
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Figure 16.19   Schematic diagram of the cable vibration test setup. (From Shen, W.A., et al., Smart Mater. 
Struct. , 25(6), 65011–27, 2016.)
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A digital signal generator generated sine sweep and random signals and fed them into a 
power amplifier that drove the shaker. Therefore, the desired excitations could be controlled 
by the signal generator. A miniature piezoelectric force transducer was arranged between 
the shaker and cable to measure the input force. The displacement of the shaker was also 
measured by the laser displacement sensor. The acceleration responses of the cable in the 
locations 0.25l , 0.5l  and 0.75l  were measured by miniature accelerometers to evaluate the 
vibration control performance.

Figure 16.20 shows a picture of the cable vibration test setup. The EM damper (K em  = 38 
V· s/m or N/A; R coil  = 9.3 Ω .) presented in Section 16.4.5 was installed at the location 0.05l  
(30 cm away from the lower anchorage) for simultaneous vibration control and energy har-
vesting (see Figure 16.20b). A performance optimisation circuit using the DCM buck-boost 
converter introduced in Section 16.4.2 was employed to achieve maximum output power 
and harvesting efficiency (see Figure 16.20c).

A series of test scenarios, as shown in Table 16.5, were considered in this experiment to 
validate the performance of the EMDEH device. Sine sweep and random excitations were 
applied to the scaled cable model at the location 0.019l  from the higher anchorage. The 
performance of the EMDEH device, including its vibration control performance and EH 
performance, is discussed and given in the following subsections.

16.4.8.2 Vibration control performance

The EMDEH device with the performance optimisation circuit was designed to provide 
suboptimal damping for vibration mode 2 of the scaled cable model. Sine sweep excitations 
in the frequency range 7.7 to 8.1 Hz were imposed on the cable model with and without the 
EMDEH device to examine the vibration control performance.

(a) (b)

(d)(c)

Figure 16.20   Pictures of the cable vibration test setup: (a) bridge stay cable, (b) EM damper, (c) performance 
optimisation circuit, (d) data acquisition system. (From Shen, W.A., et al., Smart Mater. Struct. , 
25(6), 65011–27, 2016.)
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Figures 16.21a and 16.21b show the acceleration responses with and without the EMDEH 
device at the locations 0.25l  and 0.75l  in two sweep cycles, respectively. The RMS accel-
eration at 0.25l  can be reduced by 60%. A similar RMS response control effect can be 
observed at 0.75l , in which the RMS acceleration reduction was 57.9%. The peak accelera-
tion response at 0.25l  was reduced from 47.77 m/s2  without control to 19.88 m/s2  with the 
performance optimisation circuit, as shown in Figure 16.21a. A similar control effect can be 
found at the location 0.75l  (see Figure 16.21b).

Moreover, in the case of random excitations, Figure 16.22 shows the acceleration time 
histories at the location 0.25l  with and without the EMDEH device. The acceleration 
responses were markedly suppressed by the EMDEH device, in which the peak response was 
reduced from 100.3 m/s2  to 38.1 m/s2  and the RMS response was reduced from 21.6 m/s2  to 
8.2 m/s2 , a reduction of 62.1%.
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Figure 16.21  Acceleration time histories of the stay cable with and without the EMDEH device subjected to 
sine sweep excitation. (a) 0.25l, (b) 0.75l. (From Shen, W.A., et al., Smart Mater. Struct., 25(6), 
65011–27, 2016.)
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16.4.8.3 Energy harvesting performance

Figure 16.23a shows a typical charging curve of the NiHM battery by the power output 
from the EMDEH device using a performance optimisation circuit in random vibration 
cases. The original voltage of 3.77 V was successfully charged up to 3.80 V over a dura-
tion of 600 s. The corresponding charging current is shown in Figure 16.23b, which 
shows that the peak charging current is 107 mA, while the average charging current is 
about 8.13 mA because of fluctuation. The charging current inevitably shares a random 
feature of the input force and does not stay constant during the charging process. Hence, 
there is a significant difference in charging between the power source using the ambient 
vibration-based EH technique and the routine power supplies with a fixed DC or AC volt-
age output.

Figure 16.24 shows the output power and corresponding harvesting efficiencies with dif-
ferent vibration levels in random vibration cases. The output power of the dual-function 
EMDEH device increases dramatically from 7.6 to 31.5 mW when increasing the vibration 
level from 9.86 to 18.32 m/s2  (mid-span of the cable model). The corresponding harvest-
ing efficiencies η  are relatively stable, ranging from 13.2% to 14.9%. Detailed test data on 
power and efficiency in performance optimisation circuit cases are presented in Table 16.6. 
The intermediate efficiency η 1 , representing electromechanical coupling, retains approxi-
mately 46%, except in the case of low random vibration (RMS force of 6.8 N). The results 
indicate that approximately 54% of the damping power of the EMDEH device was con-
verted to heat by a parasitic damping dissipation mechanism (friction). Reducing the friction 
of the EM damper can dramatically improve the harvesting efficiency. The intermediate effi-
ciency η 2 , representing the proportion of the power input to the EH circuit of the total EM 
damping power, slightly varies from 64.0% to 72.4% in the vicinity of the optimal range 
(68%–76%). The intermediate efficiency η 2  is determined by the average input resistance of 
the performance optimisation circuit. The efficiency of the performance optimisation circuit 
itself (η 3 ) ranges from 45.0% to 49.5%, which is significantly lower than the theoretical 
upper limit.

The experimental results shown in this chapter demonstrate that an EMDEH device with 
the presented performance optimisation circuit is able to significantly mitigate the excessive 
vibration of stay cables (up to 60% reduction of RMS acceleration) on one hand, and can 
provide a certain amount of electric power (e.g. 31.5 mW of output power with a harvest-
ing efficiency of 13.8% at a vibration level of 18.32 m/s2 ) on the other. However, further 
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Figure 16.22   Acceleration time histories of the stay cable with and without the EMDEH device subjected 
to random excitation. (From Shen, W.A., et al., Smart Mater. Struct. , 25(6), 65011–27, 2016.)
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Figure 16.23   Typical charging curves in a random vibration case: (a) curve of charging voltage, (b) curve of 
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Table 16.6  Average input resistance, power and efficiency in performance optimisation circuit cases

Force type 
Frequency 

(Hz) 
RMS 

force (N) 
Rin   
(Ω ) 

Mean  
Urect   (V) 

Pout   
(mW) 

Pg   
(mW) η (%) η  1  (%) η  2  (%) η  3  (%) 

Sine sweep, 
mode 1

3.9–4.2 8.9 43.2 1.0 3.5 10.9 6.2 23.2 82.3 32.2

Sine sweep, 
mode 2

7.7–8.1 11.5 24.9 1.3 31.6 52.9 16.9 39.0 72.8 59.7

Sine sweep, 
mode 3

11.9–12.3 12.1 23.1 1.6 44.1 95.5 18.7 56.8 71.3 46.2

Sine sweep, 
mode 4

15.9–16.3 11.1 19.6 1.5 41.9 83.3 15.4 45.0 67.8 50.3

Sine sweep, 
mode 5

19.9–20.2 10.6 18.4 1.4 40.6 69.0 16.7 42.7 66.4 58.8

Random 0.0–25.0 6.8 25.8 1.0 7.6 15.7 13.4 37.7 73.5 48.3
Random 0.0–25.0 9.0 20.0 1.1 16.0 32.3 14.9 44.2 68.3 49.5
Random 0.0–25.0 10.1 18.4 1.2 20.7 43.1 14.9 46.6 66.5 48.0
Random 0.0–25.0 11.3 17.3 1.3 24.6 54.7 13.2 45.0 65.1 45.0
Random 0.0–25.0 12.5 16.6 1.4 31.5 68.0 13.8 46.5 64.0 46.3

Source :  Shen, W.A., et al., Smart Mater. Struct. , 25(6), 65011–27, 2016.
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investigation is still required to improve the harvesting efficiency and enhance the robust-
ness of the EMDEH device. Moreover, the possibility of implementing the EMDEH device 
in real building structures may require further exploration as well.

NOTATION

c m  Viscous damping coefficient
C d  Total damping coefficient of the EM damper including parasitic and EM 

damping
C em  EM damping
C p  Parasitic damping coefficient
d c  Duty cycle
D  Displacement amplitude of harmonic motion
E vs  Mechanical energy of the structure, consisting of kinetic energy and elastic 

strain energy
f em  EM damping force
F  Oscillation frequency of harmonic motion
F  External force vector imposed on the structure
F c  Magnitude of Coulomb friction force
Η   Overall EH efficiency of an EMDEH
H v  (j ω ) Velocity complex FRF of the SDOF structure
i 0  Instantaneous current in the coils
K e  Back EMF constant
K f  Machine constant of the EM damper
L , f sw  Inductance and switching frequency of the buck-boost converter, respectively
M , C s  , K   Global mass matrix, damping matrix and stiffness matrix, respectively
N EREH Gear ratio of the EREH generator
P coil  Power dissipated by the copper loss of the coil
P ds  Inherent damping power of the structure
P ehc  Power loss induced by the EH circuit
P em  EM damping power
P ex  Input power to the structure because of the external dynamic excitation
P g  Gross output power from the EM dampers
P in  Total input power from the structure to EMDEH devices
P out  Output power
P p  Parasitic damping power
P vs  The rate of change (ROC) of the structural mechanical energy
R coil  Resistance of coils
REREH Resistance of the EREH generator
R load  External resistance
R opt  Optimal load resistance or optimal input resistance of the EH circuit
Sẋ    (ω ) PSD of velocity response
S 0  Constant PSD of random excitation
T c  Calculation period
u c , i c  Instantaneous voltage and charging current of the energy storage element, 

respectively
u 0  Open-circuit voltage
V EREH Rotational velocity of the EREH generator
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ẍ  , ẋ  , x   Acceleration, velocity and displacement response of the structure, 
respectively

ẋ    d  Velocity time history of the EM damper
ẋ    m  Velocity of the moving magnet
y   Normal coordinate vector
ζ d  EMDEH device’ s contributed damping ratio
ζ j  , ω j  , Mj

 Modal damping ratio, modal frequency and modal mass of the j th mode, 
respectively

η EREH Power conversion efficiency of the EREH generator
η 1  Electromechanical coupling coefficient that describes the conversion effi-

ciency from mechanical power to electrical power
η 2  Efficiency of the EM damper, which is affected by the power loss because 

of the coil resistance
η 3  Efficiency of the EH circuit
ʋ EREH Speed constant of the EREH generator
Φ   Mode shape matrix
ω  Frequency of external force
ω n  , ζ , g (t ) Natural frequency, damping ratio and the generalised force of the SDOF 

structure, respectively
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Chapter 17

Synthesis of energy harvesting, 
structural control and health monitoring

17.1 PREVIEW

Wind is one of the fastest growing renewable energy resources today, and the most efficient 
way to harvest wind energy is to use wind turbines. Modern wind turbines can be catego-
rised mainly as horizontal axis wind turbines (HAWTs) rotating around a horizontal axis 
and vertical axis wind turbines (VAWTs) spinning around a vertical axis. VAWTs offer a 
number of advantages over modern HAWTs, but one of the major challenges facing VAWTs 
is their lower power efficiency, as the angles of attack (AOAs) of the blades vary rapidly 
in one revolution. Extensive research is therefore being carried out on the pitch control of 
the blades of a VAWT. Since VAWTs are getting bigger to generate more power, structural 
health monitoring (SHM) will be applied to large wind turbines to ensure their functional-
ity, safety and integrity. This chapter focuses on VAWTs with particular interest in attempt-
ing to establish a smart VAWT through the synthesis of energy harvesting, pitch control and 
SHM functions. The current research status on energy harvesting of VAWTs is considered 
first in this chapter. The research on the control of the blade pitch angles of a VAWT for 
the improvement of its power efficiency, startup capability and shut-down performance is 
then introduced. Based on wind load simulation as well as the fatigue and ultimate strength 
analyses of laminated composite blades and other structural members in a VAWT, the SHM 
system is proposed for the VAWT. The concept of a smart VAWT comprising energy har-
vesting, pitch control and SHM functions is finally presented in the last part of this chapter.

17.2  CURRENT RESEARCH STATUS ON ENERGY 
HARVESTING OF VERTICAL AXIS WIND TURBINES

17.2.1 Introduction to VAWTs

Unlike burning fossil fuels for electricity, wind power for generating electricity produces 
almost no greenhouse gas emissions and therefore reduces the greenhouse effect. In fact, the 
world has an enormous resource of wind energy that can be utilised for electricity genera-
tion. The most efficient and widely used way of capturing and converting the kinetic energy 
in wind into electrical energy is to use wind turbines. The wind power generation capacity in 
the world has increased sharply from 25,000 MW to more than 200,000 MW in the10-year 
period from 2001 to 2010 (Bhutta et al. 2012).

Wind turbines can be basically categorised into HAWTs and VAWTs, which were intro-
duced in Chapter 16. HAWTs rotate around a horizontal axis while VAWTs spin around 
a vertical axis. In the early twentieth century, primarily due to the inventions of Savonius 
(1929) and Darrieus (1931), Savonius-type and Darrieus-type VAWTs were developed. Most 



586 Smart civil structures

Savonius-type VAWTs, as shown in Figure 17.1a, use drag forces to generate power and 
operate at low tip-speed ratios, thus resulting in low power efficiency. Darrieus-type VAWTs 
use lift forces to generate power and improve the power coefficient of VAWTs to some 
extent. In terms of the shape of blades, Darrieus VAWTs can be further categorised as curve-
bladed VAWTs (see Figure 17.1b) and straight-bladed VAWTs (see Figure 17.1c).

Compared with HAWTs, VAWTs possess some distinguishing features such as simplified 
design, easy installation and maintenance and the potential for larger size turbines for more 
power generation. However, one of the major challenges facing VAWTs is their lower power 
efficiency. This is because the AOAs of the blades of a VAWT vary rapidly in one revolution: 
the fixed pitched blades of a VAWT not only provide positive torques that can contribute to 
power generation only in some azimuth angles during one revolution, but they also generate 
negative torques that actually reduce power generation in other azimuth angles. Together 
with other outstanding challenges, VAWTs had a brief development in the 1980s but they 
were then gradually rescinded in the 1990s after a series of faults and accidents (Gipe 2009). 
HAWTs have therefore become mainstream today.

Nevertheless, research on the pitch control technology for improving the power efficiency 
of VAWTs never stops. Vandenbereghe and Dick (1986, 1987) found that there was some 
performance improvement when the pitch angles of the blades vary in a harmonic pat-
tern. Accordingly, they proposed a gear mechanism to produce first- and second-order pitch 
control. Lazauskas (1992) compared three pitch control systems by using the double-disks 
multiple stream-tube (DMST) theory. Hwang et al. (2006) conducted numerical and experi-
mental studies on a 1 KW VAWT to see if the pitch angle control could improve its perfor-
mance. By comparing cycloidal pitch control with individual pitch control, they pointed out 
that both control mechanisms could improve the power efficiency while individual pitch 
control gained better results. By using a genetic algorithm, Paraschivoiu et al. (2009) pro-
posed an approach for searching the best pitch variation. More recently, Kiwata et al. (2010) 
conducted studies on the performance of variable-pitch straight-bladed VAWTs with a four-
bar linkage mechanism and achieved better power coefficients. By discussing the forces of 
the six-blades H-type VAWT under the stationary and rotating conditions, a variable pitch 
control method was proposed by Liu et al. (2015a). Their simulation results revealed that 
the variable pitch method could increase the utilisation efficiency of wind energy.

It is worthwhile to note that the aforementioned studies on pitch control technology 
mainly focused on the improvement of power generation of VAWTs. There are seldom 

(a) (b) (c)

Figure 17.1   Schematic diagrams for types of VAWTs: (a) Savonius-type VAWT, (b) curve-bladed Darrieus-
type VAWT and (c) straight-bladed Darrieus-type VAWT.



Synthesis of energy harvesting, structural control and health monitoring 587

studies on the improvement of startup, rated power maintenance and shut-down perfor-
mance of VAWTs using the pitch control technology. In fact, the startup performance of 
VAWTs under wind is another outstanding challenge, compared with that of HAWTs. The 
rated power maintenance and shut-down performance of VAWTs are expected to be better 
than those of HAWTs if the pitch control technology can be used appropriately. These top-
ics in relation to the pitch control technology for VAWTs will be discussed in Section 17.3.

To pursue larger power generation, the size of wind turbines is getting bigger and bigger. 
The world’s largest VAWT is the curved-blade Darrieus É ole turbine rated at 4 MW with a 
two-bladed rotor, 96 m in height and 64 m in diameter, as shown in Figure 17.2a. The tallest 
HAWT is the Vestas V164-8.0-MW wind turbine with a tip height of 220 m and a swept 
area of 21,000 m2 , as shown in Figure 17.2b. However, the further growth in tower height 
and rotor diameter of HAWTs meets many challenges, and very often the cost increases 
more rapidly than the power capacity. Some researchers have turned to VAWTs because 
VAWTs have a simpler structure than HAWTs and do not suffer from serious fatigue. A 
renewed interest in VAWTs has been seen in recent years, and there is a trend worldwide in 
building large-scale VAWTs.

Wind turbines are often established in an uninhabited area that is exposed to a harsh 
environment. During operation, large cyclic stresses in wind turbine blades are produced by 
time-varying wind loads, and the number of cycles is in the order of 108 –109  over a 20–30 
year life span. Besides fatigue loads, a wind turbine is also subjected to ultimate loads under 
extreme wind conditions. From 1989 to 2006, 64,000 incident reports from 1,500 onshore 
wind turbines were collected by the Institute for Solar Energy Technology (Pettersson 2010). 
The collapse of wind turbines due to failures of the blades are also reported in many refer-
ences. Therefore, to ensure the functionality, safety and integrity of large-scale wind tur-
bines, fatigue and ultimate strength analyses are required, the critical locations of fatigue 
and ultimate strength failure need to be figured out and SHM technology considered. In the 
past 10 years, researchers have made a great effort on fatigue and ultimate strength analyses 
of HAWTs (e.g. Kong et al. 2005; Shokrieh and Rafiee 2006; Nijssen 2006). The research 
on the SHM of wind turbines has also been actively conducted on HAWTs (e.g. Ciang et al. 
2008; Hameed et al. 2009; Liu et al. 2015b). However, the studies on fatigue and ultimate 
strength analyses and the SHM of VAWTs are very limited. A framework for establishing an 
SHM system for VAWTs based on fatigue and ultimate strength analyses will be presented 

(a) (b)

Figure  17.2   Large wind turbines: (a) Darrieus É ole wind turbine and (b) Vestas V164-8.0-MW wind turbine. 
(From (a) http://www.wind-works.org/cms/index.php?id=506; (b) http://www.shutterstock.
com/pic-389971783.html.)

http://www.shutterstock.com/pic-389971783.html
http://www.shutterstock.com/pic-389971783.html
http://www.wind-works.org/cms/index.php?id=506
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and discussed in Section 17.4. A concept of smart VAWTs by integrating pitch control, SHM 
and energy harvesting together will be presented and discussed in Section 17.5.

For ease of understanding, Section 17.3 on blade pitch control of VAWTs, Section 17.4 on 
SHM and Section 17.5 on smart VAWTs, the analytical method, computation simulation, 
wind tunnel test and field measurement currently used for investigating various aspects of 
VAWTs are briefly introduced in the following subsections.

17.2.2 Analytical methods for VAWTs

A number of analytical models are available for calculating wind forces on the blades and 
wind power generated by a VAWT. The two most frequently used models of VAWTs, the 
DMST model and the vortex model, are introduced in this subsection.

Based on the blade element momentum (BEM) theory, Templin (1974) proposed a single 
disk single stream-tube (SDST) model while Wilson and Lissaman (1974) proposed a multi-
ple stream-tube (MST) model. On the basis of the MST concept, Paraschivoiu (1981) further 
developed the DMST model for HAWTs. BEM regards the rotor of HAWTs as an actuator 
disk. When air flows across the disk, the pressure drops suddenly and the forces acting on 
the blades are equal to the change in the momentum of the airflow. In the DMST model, 
the wind field is discretised into several stream-tubes. In VAWTs, in each stream-tube, the 
upwind and downwind sides are regarded as two actuator disks and the BEM theory is 
applied two times in these two actuator disks separately. Moreover, two assumptions are 
inherent in the DMST model: one is that the airflow has fully developed in the middle of 
the upwind and downwind sides so that the pressure at this point has resumed atmospheric 
pressure; and the other is that the stream-tube expansion can be ignored so that the area 
of the stream-tube is uniform. The SDST, MST and DMST models are featured by simple 
calculation but suffer deficiencies due to the lack of accuracy in the details of the flow field 
and sometimes the calculation will be divergent under situations of large tip-speed ratios. 
The fundamental theory of the DMST model will be given in Section 17.3 and the use of 
the DMST model to find pitch control algorithms for a VAWT will also be demonstrated in 
Section 17.3.

Vortex models, in which turbine blades are represented by bound vortices or lifting lines, 
were introduced and developed by Larsen (1975) and Strickland et al. (1979). The basic 
concept of vortex models is to calculate the velocity field of the wind turbine through the 
influence of vortices in the wake of blades while vortex strengths can be calculated from the 
aerodynamic coefficient dataset, the relative wind velocity and the AOA (Islam et al. 2008). 
The advantages of vortex models include their ability to determine blade-wake interactions 
and estimate the results in unsteady flow conditions and for finite aspect ratios of rotor 
blades (Bhutta et al. 2012). The main disadvantage of vortex models is that they require too 
much computational time and are difficult to converge under small tip-speed ratios.

17.2.3 Computational simulations of VAWTs

Computational fluid dynamics (CFD) simulations, with the increased availability of high-
end computing capability and user-friendly commercial CFD codes, are gradually being 
adopted as an attractive tool to study VAWTs. Compared with the analytical methods, 
wind tunnel tests and field measurements, CFD simulations can provide detailed flow visu-
alisation around, and wind pressure distribution over, the surfaces of the blades and other 
components of a VAWT. CFD simulations can also produce extremely large volumes of 
results at almost no added expense, and thus they provide an ideal tool for parametric stud-
ies. Nevertheless, there are some challenging issues remaining in CFD simulations and the 
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accuracy of the results from CFD simulations needs to be validated against the results from 
other methods.

CFD simulations for a VAWT can be basically categorised as three-dimensional (3D), 
2.5-dimensional (2.5D), and two-dimensional (2D) simulations. A sophisticated full 3D 
CFD simulation is always desirable for the performance assessment of a VAWT, which is 
particularly true in the case of high AOA. However, the extremely high computational cost 
of 3D CFD simulations prevents their wide applications by researchers or designers at pres-
ent. Therefore, 2.5D CFD simulations are developed and investigated instead of 3D simula-
tions. In a 2.5D simulation, the 2D VAWT model is extended in a span-wise direction for 
a considerable length in order to achieve a realistic reproduction of 3D separated vortices 
(Li et al. 2013). In other words, the 2.5D model differs from a full 3D model in that only a 
certain length of the blades is modelled with periodic boundaries at the two extremities of 
the domain. However, 2D CFD simulations need the least computational time, where the 
simulation of flow field is conducted in a planar area, but it should be used with caution 
for the accuracy of simulation results. A framework, which is based on the strip analysis 
method and 2D CFD simulation, will be developed and applied to a straight-bladed VAWT 
to determine its wind loads in Section 17.4 of this chapter. The influence of the existence 
of arms and a tower on the aerodynamic forces and the wind pressures on the blades, the 
variation of mean wind speed along the height of the VAWT and the effects of the turbulent 
wind, are all taken into consideration in this framework.

17.2.4 Wind tunnel tests of VAWTs

The main functions of wind tunnel tests of VAWTs, among others, are to validate the accu-
racy of analytical and CFD simulation results and to explore the performance of VAWTs 
with new shapes of blades. Many factors need to be considered for the design and implemen-
tation of a successful wind tunnel test of VAWTs. These factors include but are not limited 
to blockage effect, Reynolds number, tip-speed ratio, solidity ratio and so on. Biswas et al. 
(2007) conducted wind tunnel tests with the emphasis on the investigation of blockage 
effects on three-bucket Savonius rotors. Saha et al. (2008) performed wind tunnel tests to 
assess the aerodynamic performance of the Savonius rotor systems with different numbers 
of blades (two and three) and different geometries of the blades (semi-circular and twisted). 
Plourde et al. (2011) carried out wind tunnel tests to evaluate the performance of vented 
blades and blade capping for improving power generation. It was found that while venting 
provides only marginal improvement, capping greatly increases power generation. McLaren 
et al. (2012) conducted a series of wind tunnel tests to determine the aerodynamic behaviour 
of the aerofoils of an H-type VAWT of high solidity. Wind tunnel tests were also performed 
by Chong et al. (2013) to assess the performance of a five-bladed H-rotor VAWT with and 
without the integration of a novel omni-direction-guide-vane (ODGV). The experimental 
results showed an improvement in the VAWT’s self-starting performance where the cut-in 
speed was reduced with the integration of the ODGV.

Most of the foregoing wind tunnel tests on VAWTs investigated the power efficiency 
of wind turbines. Limited attention was paid to the direct measurements of aerodynamic 
forces on the blades of a VAWT. This is probably because it is difficult to directly measure 
the aerodynamic forces on the blades of a rotating VAWT. However, it is important to know 
how the aerodynamic forces on a blade vary with azimuth angle and the AOA so that an 
appropriate pitch control algorithm can be developed. Recently, Peng et al. (2016) carried 
out a series of wind tunnel tests on a straight-bladed VAWT with different blade chord 
widths under different wind speeds at various tip-speed ratios. The experimental system 
was composed of a VAWT model with three straight blades, a speed control system used to 
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control the rotational speed of the VAWT and a measuring system used to synchronously 
record the aerodynamic force time histories and the corresponding azimuth angle under 
high-speed rotating conditions (see Figure 17.3).

17.2.5 Field measurements of VAWTs

The investigation of VAWTs using wind tunnel tests is always conducted in a desirable and 
controllable environment. For a better understanding of the real performance of VAWTs 
or for validation of analytical, CFD simulation and wind tunnel test results, field measure-
ments of VAWTs are often required.

A series of full-scale field tests were conducted on a group of 10-m VAWTs under natu-
ral wind conditions during summer 2010 (Dabiri 2010). The field test results showed that 
power densities of a greater order of magnitude could potentially be achieved by appro-
priately arranging VAWTs in layouts that enable them to extract energy from adjacent 
wakes and upwind farms. This improved performance did not require higher individual 
wind turbine efficiency, but only closer wind turbine spacing and a sufficient vertical flux 
of turbulence kinetic energy from the atmospheric surface layer. The National Research 
Council of Canada (NRC) also performed field tests of large-scale VAWTs and the test 
data were obtained from a 24-m VAWT operating at 29.4 rpm (Penna and Kuzina 1984). 
Sandia National Laboratories (SNL) designed and built a 17-m VAWT with and without 
struts. Worstell (1981) reported that a maximum rotor power coefficient of 0.467 could 
be achieved from this VAWT operating at 38.7 rpm. Moreover, the field measurements of 
a 34-m VAWT were conducted over three years by SNL to assess its structural dynamics, 
aerodynamics, fatigue and controls (Ashwill 1992). The field measurements of the largest 
VAWT, the curved-blade Darrieus É ole turbine as shown in Figure 17.2a, demonstrated that 
the maximum power output can exceed 1.3 MW at about 14.7 m/s (11.35 rpm) (Richards 
1987). This turbine operated successfully for over 30,000 h during a five-year period from 
March 1988 and produced over 12 GW of electricity.

Figure 17.3   Vertical axis wind turbine in a wind tunnel.
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A lift-type straight-bladed VAWT with a simple SHM system was constructed in 2011 
at Yang-Jiang City of Guangdong Province, China, by the Hopewell Wind Power Limited 
of Hong Kong (see Figure 17.4). The reinforced concrete tower with a height of 24 m and 
a diameter of 5 m was used to support a vertical rotor, the rotating parts of the VAWT, of 
26 m in height and 40 m in diameter. Three blades of NACA0018 type with a chord length 
of 2 m and a vertical height of 26 m were equally arranged at an interval angle of 120˚ . 
These blades were made of glass fibre-reinforced plastic (GFRP) laminate materials and sup-
ported by the Y-type steel arms connected to the tower via the main shaft at the top of the 
tower (the hub height). The ground clearance at the bottom end of the blades was 10.5 m. 
Each Y-type steel arm consisted of a main arm (10 m), an upper arm and a lower arm. The 
upper and lower arms supported the blade at one end and were connected to the main arm at 
the other end. Multi-type sensors were installed in this VAWT to monitor its performance, 
for example, the accelerometers used for the measurements of vertical and tangential accel-
eration of arms, strain gauges used for strain measurements of blades, load cells used for 
recording wind loads and ultrasonic anemometers used for wind velocity measurements. 
The first author of this book and his research team were involved in this project and part of 
the works will be reported in Section 17.4.

17.3  CONTROL OF BLADE PITCH ANGLES OF 
VERTICAL AXIS WIND TURBINES

Although VAWTs have attracted renewed attention in recent years, the research and devel-
opment of VAWTs are still relatively insufficient and much more effort is required. Taking 
the research on pitch control of VAWTs as an example, most studies, as mentioned in Section 
17.2, focus on pitch controlled VAWTs in a specific operational stage, that is, power genera-
tion below the rated wind speed. However, according to different wind conditions, there are 

Figure 17.4   Hopewell VAWT in China.
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different operational stages for a VAWT. The pitch control algorithm will be changed for 
different stages.

The operation of VAWTs can be divided into four stages. In the startup stage, defined as 
Stage 1, the aims of the pitch control algorithm are to maximise the aerodynamic torque 
and increase the rotational speed of the rotor to the designed rotational value as quickly 
as possible. In this stage, the pitch angle shall be controlled according to wind speed and 
rotational speed. When the rotational speed of the turbine rotor reaches the designed value, 
the wind turbine will be connected to the grid and the wind turbine then comes into the 
power generation stage, referred to as Stage 2. The goal of the pitch control algorithm will 
then be focused on maximising the aerodynamic torque for a given wind speed because the 
rotational speed remains unchanged in this stage. The pitch angle is thus controlled by wind 
speed only. When the wind speed is larger than the rated wind speed and lower than the 
cut-out wind speed, defined as Stage 3, the objective function of the control algorithm is to 
maintain the power generation at the rated value. The pitch angle is also controlled by wind 
speed only in this stage. When the wind speed surpasses the cut-out wind speed, defined 
as Stage 4, the pitch angle should be adjusted to increase AOA so that the stall can happen 
and the rotor can be stopped. It is obvious that in the different operational stages, the pitch 
control algorithms and their objective functions are different. In this section, a four-stage 
pitch control algorithm is developed to accomplish the following four objectives: assisting 
the startup in Stage 1, improving the power coefficient in Stage 2, maintaining the output 
power at the rated value in Stage 3 and assisting the shut-down in Stage 4 (Lin 2016).

Since a large number of pitch change cases are involved, the computational cost will be 
extremely high if using CFD simulations. To conduct this study in an effective way, the 
DMST model, which is first introduced, is adopted in this analysis. The four-stage control 
algorithm, including the startup control algorithm in Stage 1, the power maximisation con-
trol algorithm in Stage 2, the rated power control algorithm in Stage 3 and the parking con-
trol algorithm in Stage 4, is then discussed in detail. Based on these studies, a pitch control 
system for the Hopewell VAWT is given in the last part of this section.

17.3.1 Double disks multiple stream-tube model

The DMST model was developed on the basis of the BEM theory. In the DMST model, the 
wind field is discretised into several stream tubes (see Figure 17.5). In each stream-tube, 
the upwind and downwind sides are regarded as two actuator disks and the BEM theory is 
applied two times in these two actuator disks separately. Moreover, two assumptions are 
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Figure 17.5   Wind speeds and pressures in a stream-tube.
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adopted by the DMST model: one is that the airflow has fully developed in the middle of 
the upwind and downwind side so that the pressure at this point has resumed atmospheric 
pressure; and the other is that the stream tube expansion can be ignored so that the area of 
the stream tube is uniform.

In Figure  17.5, V ∞   is the inflow wind speed of the far upstream; V u   is the wind speed in 
the upwind rotor; V d   is the wind speed in the downwind rotor; V e   is the wind speed inside 
the rotor; V w   is the wind speed in the far wake; p 0  is the pressure of the far upstream; p u   
is the pressure in front of the upstream actuator; ∆ p u   is the pressure drop due to the upwind 
actuator; p d   is the pressure in front of the downstream actuator; ∆ p d   is the pressure drop 
due to the downwind actuator; A  is the area of the stream-tube; θ  is the azimuth angle at 
which the stream-tube comes across the upwind side of the rotor; and ∆  θ  is the angular 
width of the stream-tube.

By using the Bernoulli equation, the stream-wise force exerted by the upwind actuator 
disk and the downwind actuator disk can be derived and calculated as

 
F R a a Vu u u= −( ) ∞2 1 2ρ θ θ∆ sin

 
(17.1a)

 
F R a a Vd d d e= −( )2 1 2ρ θ θ∆ sin

 
(17.1b)

where:
 Fu and Fd  are the stream-wise force exerted by the upwind actuator disk and the 

downwind actuator disk, respectively
 ρ   is the air density
 R   is the radius of the rotor
 a u    = V u  /V ∞   is defined as the upwind induction factor
 a d    = V d  /V e   is defined as the downwind induction factor

From the aerodynamics point of view, Fu and Fd are actually the average of aerodynamic 
drag force F u   and F d  , respectively, in one revolution of the VAWT. Based on the quasi-
steady assumption, the aerodynamic drag force can also be calculated by the local relative 
velocity of the blade and the aerodynamic coefficients obtained from wind tunnel tests. The 
AOA of the blade at the azimuth angle of θ  is shown in Figure 17.6a. The aerodynamic drag 
force F  (equal to F u   or F d  ), the normal force F n   and the tangential force F t   are shown in 
Figure 17.6b.

The relative wind speed V r   can be calculated by

 
V V V R V V Vr u d= ( ) + +( ) =cos sin ,θ θ ω2 2

  or 
 

(17.2)

where ω  is the rotational speed.
The AOA for a zero pitch case can be calculated as follows:

 
a

V
R V

V Vr u=
+







=
+







=arctan
sin

cos
arctan

sin
cos

,
θ

ω θ
θ

λ θ
or  Vd

 
(17.3)

where λ   =  ω R /V  is defined as the tip-speed ratio.
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From Equation 17.3, at a given azimuth angle θ , it can be seen that if λ  is small, the AOA 
range is large and vice versa. When the pitch angle β   ≠   0, the AOA can be estimated as

 
a a V V Vr u d= + =

+






+ =β θ
λ θ

βarctan
sin

cos
, or

 
(17.4)

For pitch control β   =  β (θ ), it needs to use a different pitch angle in the corresponding 
stream tube.

The normal force and tangential force can be obtained by

 
F V c hCn r n= ( )1

2
2ρ α∆

 
(17.5a)

 
F V c hCt r t= ( )1

2
2ρ α∆

 
(17.5b)

where:
 F n   and F t   are the normal force and tangential force, respectively
 C n   and C t    are the normal force coefficient and tangential force coefficient obtained by 

wind tunnel tests, respectively
 V r    is the relative wind speed as shown in Figure 17.6a
 c   is the chord length of the blade
 ∆ h   is the height of the blade

In this study, the VAWT is regarded as 2D and ∆ h  is equal to 1 m so that the aerodynamic 
per unit length is obtained. C n   and C t   are the function of AOA, which can be calculated by 
the lift coefficient C l   and the drag coefficient C d   as follows:

 
C Cn l dα α α α α( ) ( ) + ( )=C cos sin

 
(17.6a)

 
C Ct l dα α α α α( ) ( ) − ( )=C sin cos

 
(17.6b)

where the lift coefficient C l   and the drag coefficient C d   can be obtained by wind tunnel tests 
or numerical simulations. In this study, C l   and C d   of NACA0018 in the AOA region from 0o  
to 180o  are used and shown in Figure 17.7.
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Figure 17.6   Relative wind speed, AOA and the corresponding aerodynamic forces: (a) relative wind speed 
and AOA and (b) aerodynamic forces.
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Based on the relationship between the aerodynamic drag and tangential forces, F  and F t  , 
and the normal force, F n  , as shown in Figure 17.6b, the following equation can be obtained 
via a proper transformation for a rotor with N ́  identical blades:

 F
N V c h

C C F F Fr
n t u d=

′
+( ) − +( )  =∆ ∆θρ

π
θ β θ β

2

4
sin cos ,    or  (17.7)

It can be found that Equations 17.1 and 17.7 describe the same forces from two aspects. 
By comparing these equations, the following equations can be obtained:
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(17.9b)

where V r   in Equation 17.9a is the relative wind speed at the upwind side while V r   in Equation 
17.9b is the relative wind speed at the downwind side. Equations 17.8 and 17.9 give the itera-
tive algorithm to calculate the induction factors a u   and a d  .

After calculating a u   and a d  , the aerodynamic forces can be obtained by Equation 17.5. 
The aerodynamic torque T  and the power P  can then be obtained by

 
T F F Rt n= −( )cos sinβ β

 
(17.10)

 
P F F Rt n= −( )cos sinβ β ω

 
(17.11)
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Substituting Equations 17.5 and 17.6 into Equation 17.10, one obtains
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2
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C  αα α α α( ) − ( ) sin cosr d rC
 

(17.12)

where α  r   is defined in Equation 17.3.
In the following study, the blades of the NACA0018 with their force coefficients shown 

in Figure 17.7 are adopted in the Hopewell VAWT. Referring to Figure 17.7, the AOA region 
|α |  <  21˚  can be seen as the stall-free region for the blade of NACA0018. The AOA region |α |  ≥  21˚  
can be seen as the post-stall region where the stall has already happened. From Equation 17.12, 
it can be seen that in the stall-free region, C d   remains at a small value as shown in Figure 17.7b 
and hence the torque T  is mainly determined by the lift force. That is why this type of VAWT is 
called lift-type . It can also be seen that in this region, the torque T  remains positive. When the 
AOA is in the post-stall region, C l   will drop and C d   will jump and hence the torque T  is largely 
reduced. In the post-stall region, the larger is the absolute value of AOA |α | and the smaller is 
the torque T . When |α | increases to a certain extent, the torque T  will turn to negative.

17.3.2 Startup control algorithm in Stage 1

A drawback of VAWTs is their low self-starting torque, and a startup control algorithm is 
thus developed in this subsection to improve the self-starting capability of VAWTs. In the 
startup stage, the rotational speed of a VAWT will increase from zero to a specific value. 
As shown in Equations 17.4, 17.5 and 17.10, the aerodynamic torque is determined by the 
rotational speed, the wind speed and the pitch angle. The rotational speed and the wind 
speed cannot be controlled in this stage, and therefore the influence of the pitch angle on 
the torque is discussed. The aforementioned Hopewell VAWT (see Figure 17.4) with a 40 m 
diameter rotor and three 2 m-chord length NACA0018 blades is considered. The cut-in 
wind speed is 5 m/s and the considered rotational speed range is from 0.1 to 1.0 rad/s. The 
aerodynamic torque is calculated by Equation 17.10 and the influence of the pitch angle β  
on the aerodynamic torque is studied through the numerical simulation by using the DMST 
model. Two control algorithms are investigated: one is the fixed pitch control algorithm 
in one revolution and the other is the sinusoidal pitch control algorithm in one revolution. 
Nine cases are considered in fixed pitch control, that is, β   = −10˚ , −8˚ , −6˚ , −4˚ , −2˚ , 0˚ , 2˚ , 
4˚  and 6˚ . The pitch angle in the sinusoidal pitch control is set to be

 β β θ= ′sin  
(17.13)

where the amplitude β  ́  is selected as the same as that of the fixed pitch. Detailed results 
of the simulated aerodynamic torques and the corresponding AOA for the aforementioned 
cases can be found in Lin (2016).

Because the kinetic energy of the rotor comes from the work done by wind loads, the work 
of wind loads can therefore be used as an index to evaluate the effect of pitch control in 
the startup process at a specific wind speed and rotational speed. By comparing the works 
done by the aerodynamic torques of the three blades in one revolution, the optimal pitch 
angle corresponding to the largest work at different wind speeds and rotational speeds can 
be found. For example, under the wind speed of 5 m/s and different rotational speeds, the 
works (calculated by the torque per length) in the cases of different pitch angles are shown 
in Figure 17.8. A positive work in Figure 17.8 stands for the work generated by the positive 
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torque, which is in the same direction of the rotation of the rotor, that is, clockwise in this 
study. It can be seen from Figures 17.8a and b that the sinusoidal pitch variation with an 
amplitude of -10˚  produces the largest positive work. However, under the wind speed of 
5 m/s and the rotational speed of 1.0 rad/s, the sinusoidal pitch variation with an amplitude 
of 4˚  produces the largest positive work, as shown in Figure 17.8c. It can be found from 
these three cases that the sinusoidal pitch control can produce larger works than those pro-
duced by the fixed pitch control.

By considering the wind speed range from 5 to 10 m/s and the rotational speed range 
from 0.1 to 1.0 rad/s, the maximum powers of the two control algorithms at different 
wind speeds and rotational speeds are calculated and shown in Figure 17.9. It can be found 
from Figure 17.9 that the sinusoidal pitch control can obtain larger work than the fixed 
pitch control algorithm at any wind speed and rotational speed. To provide the reference 
pitch for the sinusoidal control, the optimal pitch angle amplitudes corresponding to the 
maximum power at each wind speed and rotational speed are given in Figure 17.10. It can 
be seen that at a low rotational speed, the sinusoidal pitch variation with an amplitude of 
−10˚  gets the largest work of the torque. As the rotational speed increases, the optimal pitch 
angle amplitude changes from negative value to positive value. This is because the range of 
the AOA is diminishing. When the stall does not happen, the optimal pitch angle amplitude 
becomes positive.

17.3.3 Power maximisation control algorithm in Stage 2

When a wind turbine is grid-connected, the rotational speed is basically locked. 
Therefore, the dominant factors for the determination of aerodynamic torque are 
the wind speed and the pitch angle in this stage. In this subsection, the influence of 
the pitch angle on the power maximisation is investigated with the rotational speed 
assumed at 2.1 rad/s. The considered wind speed region is from the cut-in wind speed 
(6 m/s) to the rated wind speed (14 m/s). Similar to the startup control, two control 
algorithms, the fixed pitch and the sinusoidal variation pitch, are considered. Nine 
cases are considered in the fixed pitch control, that is, β   = −10˚ , −8˚ , −6˚ , −4˚ , −2˚ , 0˚ , 
2˚ , 4˚  and 6˚ . The pitch angle in the sinusoidal pitch control is determined according 
to Equation 17.13. Notably, the fixed pitch control in this stage means that the pitch 
is fixed at the same mean wind speed; when the wind speed changes, the pitch can be 
changed accordingly.

The optimal fixed pitch angles at different wind speeds are shown in Figure 17.11a 
and the optimal amplitudes of sinusoidal pitch are plotted in Figure 17.11b. For ease of 
comparison, the maximum powers obtained by using these two control algorithms are 
given in Figure 17.12. It can be observed that the powers generated by the sinusoidal pitch 
control algorithm are larger than those generated by the fixed pitch control algorithm at 
most wind speeds. Therefore, the sinusoidal pitch is preferred and the pitch control at 
different wind speeds can be found in Figure 17.11b. More details can be found in Lin 
(2016).

17.3.4 Rated power control algorithm in Stage 3

It is not the case of the higher the better with regard to produced power. There is rated 
power for every wind turbine, and the wind speed with respect to the rated power is 
called the rated wind speed.  When the wind speed is above the rated wind speed, it is 
required to maintain the power in the rated value. In this study, the rated wind speed 
is selected as 14 m/s and the rotational speed is still assumed to be 2.1 rad/s. The rated 
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power is about 800 kW. The power versus wind speed of the zero pitch case is shown in 
Figure 17.13a. It can be found that when wind speed increases, the power still increases 
and reaches a maximum value of about 1000 kW at a wind speed of 16 m/s and then 
the power decreases to about 600 kW. Hence, the zero pitch case cannot satisfy this 
requirement.
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The rated power is expected to be maintained in high wind speed through some tech-
niques, such as pitch angle control. Similar to the previous subsections, two pitch control 
algorithms are considered: the fixed pitch in one revolution and the variable pitch in one 
revolution. The same fixed pitch angles as mentioned before are selected. The produced pow-
ers are shown in Figure 17.13a. The straight line is the target rated power. It is obvious that 
through adjusting the pitch angle, the rated power cannot be obtained by the fixed pitch con-
trol in the wind speed range from 19 to 20 m/s. The powers of the sinusoidal pitch control are 
also calculated and the results are shown in Figure 17.13b. It can be seen that the power can 
be properly maintained at the rated value from the rated wind speed (14 m/s) to the cut-out 
wind speed (20 m/s) by adjusting the amplitude of the sinusoidal pitch according to the mean 
wind speed. It means that the optimal pitch angle amplitudes in different wind speeds can be 
selected by comparing the corresponding produced power with the rated power (see Figure 
17.14). A comparison of the powers generated in the cases with and without pitch controls 
are given in Figure 17.15. It can be observed that the sinusoidal pitch control can maintain 
the power at the rated value in the whole wind speed region, whereas the fixed pitch control 
cannot produce the rated power in the wind speed region from 19 to 20 m/s.

17.3.5 Parking control algorithm in Stage 4

When wind speed reaches a specific value, a wind turbine shall be delinked from the grid and 
parked for protection. This wind speed is called the cut-out wind speed . In this subsection, 
the parking of a VAWT with the aid of pitch control algorithms is studied. The cut-out wind 
speed is set to 20 m/s, and the rotational speeds from 2.1 to 0.1 rad/s are included. The fixed 
pitch control and the sinusoidal variation pitch control, as mentioned before, are considered.

Different from the previous subsections, the object of pitch control in this stage is not to 
prevent stall but keep the AOA in the stall region as far as possible. It is found that a fixed 
pitch cannot offer negative torque in a whole revolution to shut down the rotor while a 
sinusoidal pitch can offer negative torque in both upwind and downwind sides (Lin 2016). 
Since the turbine may be shut down in a wider range of wind speed, the aforementioned two 
control algorithms should be investigated in the wind speed region from 20 to 25 m/s and in 
the rotational speed region from 0.1 to 2.1 rad/s.

Similar to Stage 1, the work done by wind loads in one revolution is used as an index to 
evaluate the effect of a shut down. By comparing the work done by the aerodynamic torque 
in one revolution, the optimal pitch angle corresponding to the largest negative work at 
different wind speeds and rotational speeds can be determined. Taking the wind speed of 
20 m/s as an example, the works done by wind loads in the fixed pitch and sinusoidal pitch 
controls at the rotational speeds of 2.1, 1.0 and 0.1 rad/s are shown in Figure 17.16. It can 
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be seen from Figure 17.16 that in the three rotational speeds, the work done by wind loads 
decreases as the amplitude of sinusoidal pitch increases. The largest minus work is obtained 
at β  ́  = 10 .̊ It can also be found that the negative torque can hardly be generated in the fixed 
pitch control, implying that it will not satisfy the requirement of a shut down. Therefore, the 
sinusoidal pitch control is recommended in the process of shut down. With the consideration 
of the whole wind speed region and the rotational speed region, the optimal amplitudes 
of sinusoidal pitch control within the range from −10˚  to 6˚  are calculated and shown in 
Figure 17.17. It can be observed that the largest positive amplitude of 6˚  can induce the larg-
est minus torque at different wind speeds and rotational speeds.

17.3.6 Pitch control system

Based on the studies in Sections 17.3.2 through 17.3.5, a flowchart of the four-stage pitch 
control algorithm is presented and shown in Figure 17.18. The measured wind speed (V) 
and the rotational speed (ω ) are continuously transmitted to the operational state indicator 
to determine the operational status of the VAWT. When the operational state is determined, 
the target pitch angle β  can be selected from the control algorithms as shown in Figures 
17.10, 17.11b, 17.14b and 17.17. The target value from the control algorithm is then sent to 
the controller to command the actuator to adjust the pitch. It should be noted that the mea-
sured pitch angles are also required. By comparing the measured pitch angle and the target 
one, the difference between these two values can be evaluated. If the difference is larger than 
the threshold, the controller should continue to give an order to the actuator to further regu-
late the pitch angle. If the difference is under the tolerance, the motion is finished and the 
control procedure should go back to the operational state indicator. The flowchart in Figure 
17.18 assumes that the actuators can act quickly without too much time delay.

Besides the control algorithms introduced in Sections 17.3.2 through 17.3.5, the associ-
ated sensors and actuators are required to form the desired control system. In considering 
the Hopewell VAWT, the number and types of sensors and actuators should be determined. 
It can be found from the previous discussions that the wind speed and the rotational speed 
are required to determine the operational state, and the pitch angle of each blade needs to 
be changed to the target value at different azimuth angles. Therefore, an anemometer is 
needed to monitor the wind speed. The pitch angle is uniform along the blade while the 
mean wind speed is varying with height. Because the power of a wind turbine is usually 
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estimated using the mean wind speed at the hub height, the anemometer is installed at the 
hub height. A tachometer is needed to monitor the rotational speed and the azimuth angle. 
The tachometer is composed of a laser displacement sensor and a special gear wheel. The 
laser displacement sensor is fixed at the tower and the gear wheel is fixed at the shaft. The 
laser displacement sensor can record the distance variation and identify the azimuth angle 
of the arms and blades. Six actuators, which are installed on all the upper and lower arms 
to adjust the pitch of blade, are needed. To monitor the pitch of the blade, six linear vari-
able differential transformers (LVDTs) with the same locations as the actuators are required 
to measure the pitch angle (see Figure 17.19). The schematic diagram of the tachometer is 
shown in Figure 17.20. A summary of the sensors and actuators is listed in Table 17.1.

A schematic diagram of the pitch control system is shown in Figure 17.21. It can be 
divided into two groups: one is the rotating parts and the other is the stationary parts. The 
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power of the control system is obtained from the electrical grid. For the rotating parts, the 
transmission cables are connected to carbon brushes and supply the power to the rotat-
ing sensors, data recorder, computer and actuators. For the stationary parts, the power is 
directly obtained from the electrical grid. Data recorders are needed to record the measured 
data. Two channels are needed for the anemometer, one for wind speed and the other for 
wind direction; one channel is needed for the tachometer; six channels are needed for the 
LVDTs. The signals of the LVDTs are recorded by the data recorder of the rotating parts 

Actuator and LVDT

Figure 17.19   Location of actuator and LVDT.

Arm 3 position

Arm 1 position

Arm 2 position

Laser displacement
sensor 

Plan view

Figure 17.20   Schematic diagram of rotational speed measurement scheme.
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with the sampling frequency of 25 Hz and transmitted to computer 1. These signals will 
be processed to obtain the corresponding pitch angles. The signals of the anemometer and 
tachometer can be recorded by the data recorder of the stationary parts with the same 
sampling frequency and transmitted to computer 2. After being processed by computer 2, 
the wind speed, rotational speed and azimuth angle are transmitted to computer 1 through 
carbon brushes. Then, the operational indicator in computer 1 can identify the present 
operational state and determine the appropriate control algorithm. Based on the referenced 
pitch angle proposed in Sections 17.3.2 through 17.3.5, control commands are generated 
and sent to the actuators to adjust the pitch angle.

17.4  STRUCTURAL HEALTH MONITORING OF 
VERTICAL AXIS WIND TURBINES

As mentioned before, the research on the SHM of wind turbines mainly focuses on HAWTs. 
Studies on the SHM of VAWTs are limited. Since VAWTs tends to become bigger when gener-
ating greater power, the SHM system will be important to ensure the functionality and safety 

Table 17.1  Summary of the sensors and actuators

Anemometer Tachometer Actuator LVDT 

Wind mast 1 – – –

Shaft – 1 – –
Upper arm – – 3 3
Lower arm – – 3 3
Total 1 1 6 6

Carbon brush

Computer 1
(�e control centre, 
including the state 
indicator, and the 
four-stage control 

algorithm)

Data recorder 
(Channel 1-6)LVDTs Actuators

Computer 2
(�e data processing and data 

management system)

Anemometer

Tachometer

Channel 1-2

Channel 3

Data recorder

Carbon brush

Grid

�e rotating parts

�e stationary parts

Figure 17.21   Schematic diagram of pitch control system.
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of the VAWTs. To design an appropriate SHM system for a VAWT, fatigue and ultimate 
strength analyses must be conducted and the critical locations or potential failure locations 
must be identified. Since wind loads under different conditions are necessary for fatigue and 
ultimate strength analyses of the VAWTs, wind loading simulation for the Hopewell VAWT 
is discussed first in this section. The fatigue and ultimate strength analyses of laminated com-
posite blades and other components of the Hopewell VAWT are then presented. A framework 
of the SHM system for the VAWT is presented in the last part of this section.

17.4.1 Wind loads on a VAWT

The Hopewell VAWT (see Figure 17.4) is taken as an example in this study. To determine 
wind loads on the VAWT during its operation, the mean wind speed and turbulent wind 
speed will be considered (see Figure 17.22). Since mean wind speed, turbulent wind speed and 
structural configuration vary along the height of the VAWT, it is insufficient and improper 
to determine wind loads by simplifying the VAWT as a planar structure. However, a truly 
3D CFD simulation to determine wind loads on the VAWT is computationally difficult. 
Therefore, to take advantage of a 2D CFD simulation and at the same time to consider the 
varying wind load and a cross section of the VAWT, a strip analysis is employed. The strip 
method is widely used in the analysis of propellers (Chattot and Hafez 2015) and bridges 
(Davenport et al. 1992). The basic idea is that the 3D propeller or the bridge is first divided 
into several sections and the 2D simulation is then conducted on each of the sections. Based 
on this idea, the whole VAWT can be divided into several typical cross sections along its 
height and then the 2D simulation is applied to each of the sections with the simulated 
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Figure  17.22   Wind field and structural configuration of Hopewell VAWT.
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mean and turbulent wind field. For the VAWT in question, nine cross sections are chosen, 
as shown in Figure 17.22. After wind load simulations are completed for all nine sections 
under the simulated wind field, the simulated wind loads on all nine sections are used col-
lectively and synchronously to yield the 3D wind loads on the VAWT.

CFD simulations on one blade, using the 2D SST k-ω  method and the 2.5D LES method 
for the determination of wind loads, including wind pressures and aerodynamic forces, are 
first conducted and the results from the two methods are compared with each other. The 
comparative results show that the 2D SST k-ω  method is an acceptable alternative to the 
2.5D LES method in consideration of both the accuracy of the results and the efficiency of the 
computation (Lin 2016). To conduct the fatigue and ultimate strength analyses of the VAWT, 
the wind pressures on the blade and the aerodynamic forces on the whole VAWT under 
different wind conditions are required. The 2D CFD simulation is performed for the afore-
mentioned nine cross sections together with the SST k-ω  turbulence model. An interpolation 
technique is then used to obtain the spatial wind loads from these discrete sectional results.

Figure 17.23 shows the computed aerodynamic forces on a blade. It can be seen that the 
aerodynamic forces vary with time and height. The tangential force is much smaller than 
the normal force. Both the normal and tangential forces are reduced at the mid-span of the 
blade because of the existence of the main arm. The periodicity is obvious due to the rota-
tion of the rotor. The aerodynamic forces and moment on other structural members, such 
as the upper and lower arms as well as the tower, are also simulated, and the details of such 
can be found in Lin (2016).

For the purpose of the ultimate strength analysis of the VAWT, wind pressures on the 
blade and the aerodynamic forces on the whole VAWT under extreme wind speed condi-
tions are required. Different from the aforementioned operational stage of the VAWT, the 
wind turbine is standing still rather than rotating when it is under the extreme wind speed 
condition. Hence, wind loads vary with the inflow wind direction in the simulation, and the 
inflow wind direction is reflected by the azimuth angle. Figure 17.24 shows the normal and 
tangential forces and the moment on one blade. It can be seen that the largest positive and 
negative normal forces on the blade appear at θ  ∈ [60˚ , 120˚ ] and θ  ∈ [240˚ , 300˚ ], respec-
tively. This is because in the range of these azimuth angles the drag force is large. The largest 
tangential force on the blade appears at θ   = 90˚ . The aerodynamic moment on the blade has 
the largest value at θ   = 90˚  and θ   = 300˚ . It can also be found that similar to the operating 
condition, the aerodynamic forces in the higher section are generally larger than those in the 
lower section, which reflects the influence of the wind profile. Moreover, the forces near the 
fourth cross section are very different from those in other sections, which implies that the 
main arm has an obvious influence on the aerodynamic forces on the blade.

17.4.2  Fatigue and strength analyses of 
laminated composite blades

17.4.2.1 Framework of fatigue and ultimate strength analyses of blades

The framework of fatigue and ultimate strength analyses of laminated composite blades 
are shown in Figure 17.25. There are three parts in this framework. The first part is to 
determine the design loads, including wind loads and inertial forces. The second part is to 
establish a proper finite element (FE) model and conduct the model updating of the blade to 
obtain accurate laminar elastic constants. Finally, the fatigue and ultimate strength analyses 
are conducted in the third part.

Wind loading simulation was introduced in Section 17.4.1. An FE model of the laminated 
composite blade of the Hopewell VAWT is established by using ANSYS Shell91 elements, as 
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shown in Figure 17.26. The blade has an NACA0018 cross section with 2 m chord length. The 
length of the blade is 26 m. Two identical steel brackets are used to fasten the blade near its two 
ends. The bracket is made of a steel stiffener and a steel flange. The connection between the 
element of stiffener and the element of flange is rigid. Rayleigh damping is used in this study 
and the damping ratio chosen is 0.5%. In this FE model, there are a total of 7,927 elements 
and 22,752 nodes in one blade, and the number of degrees of freedom (DOFs) is 136,512.

In order to analyse the laminated composite blade at the level of individual constituents 
and predict the properties of a composite material, a micromechanics model is employed. 
For the purpose of reducing modelling errors and producing a better FE model to represent 
the real one, the procedure of model updating is conducted on the basis of a micromechan-
ics model. A more detailed description of the FE model of a laminated composite blade and 
its associated model updating can be found in Lin (2016). Based on the simulated wind 
loadings and the established FE model, the fatigue and strength analyses of the laminated 
composite blade can be conducted and discussed in subsections 17.4.2.2 and 17.4.2.3.

17.4.2.2 Fatigue analysis

The fatigue analysis for a laminated fibreglass reinforced plastic (FRP) blade is different 
from the fatigue analysis of steel components to some extent. Strain cycles, other than stress 
cycles, are used to evaluate the fatigue damage of an FRP. The cycle number to failure N  of 
a laminated FRP plate is estimated by the ε   – N  curve, which can be expressed in the form 
of Equation 17.14.

(a) (b) ( )

y
B

A
x z

y
x z

Figure 17.26   FE model of laminated composite blade: (a) overview and (b) side view.

Determination of loads at different 
operation and wind conditions 

Modelling and model updating of the 
laminated composite blade 

�e fatigue and ultimate strength 
analyses of the blade using the 

numerical simulated data  

Figure 17.25   Framework of fatigue and ultimate strength analyses for a laminated composite blade.
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 N K r
m= ( )−ε  (17.14)

where:
 N  is the number of cycle to failure
 K  is an empirical constant related to the material
 m  is the slope parameter (m  = 9 for laminates with polyester matrixes and m  = 10 for 

laminates with epoxy matrixes)
 ε r   is the strain range

The service life of a wind turbine is more than 20 years and it is unrealistic to conduct a 
numerical simulation over such a long time. Hence, an alternative approach is presented as 
follows: first, the operational mean wind speed range is discretised into several wind speed 
bins; second, the fatigue damage in a short time period, for example 10 min, of the blade 
at its critical location under the wind speed at the centre of the wind bin is obtained; third, 
the proportion of the short-term damage in the total fatigue damage for the designated time 
period is evaluated by the mean wind speed distribution so that the final fatigue damage can 
be calculated.

For the VAWT under consideration, the cut-in and cut-out wind speeds of the VAWT 
are 5 and 21 m/s, respectively. The mean wind speed region is discretised into eight wind 
speed bins and the size of each bin is 2 m/s. The centres of these bins are 6, 8, 10, 12, 14, 
16, 18 and 20 m/s, respectively. The probability of the mean wind speed in each bin is cal-
culated using the Weibull distribution. The time length (in seconds) of the mean wind speed 
within one of the wind speed bins in n  years can be calculated by T i     = 365  ×  24  ×  3600nP i  , 
i  = 6,8,10, … , 20, where i  represents the centre of the wind speed bin; P i   is the probability of 
the corresponding mean wind speed; and T i   is the total time length of the mean wind speed 
within the wind speed bin in n  years in seconds.

The fatigue critical locations should be figured out. It is important to determine these 
locations, not only because the fatigue life of a wind turbine blade is determined by these 
locations but also because it can guide the sensor installation of the SHM system. To assess 
fatigue critical locations, the strain time history of any node of the blade should be simu-
lated. In this regard, the strain time histories in 10 min of the blade at all nodes are simu-
lated under the mean wind speeds at the centre of the wind speed bins. The fatigue critical 
locations are then found at the supports and the mid-span of the blade. More details can be 
found in Lin (2016).

The fatigue damage of the blade at the critical location is estimated using the ε  –N  curve. 
In this regard, the cycle numbers of different strain range and mean values of the concerned 
nodes are obtained by the rain-flow method. These cycle numbers are for 10 min. Divided 
by 600 s (10 min) and multiplying the time length of the mean wind speed for the corre-
sponding wind speed bin, the cycle numbers for 10 min can be extended to the cycle num-
bers for 20 years. The fatigue damages of the blade at six critical nodes over different strain 
ranges and mean strains are shown in Figure 17.27 and the corresponding fatigue damage 
indices are listed in Table 17.2.

It can be seen from Table 17.2 that the fatigue life of this blade is determined by compres-
sive fatigue damage at node 2. Although the fatigue damage at node 2 is only 0.1020, it can-
not lead to the conclusion of safety because the fatigue mechanism of a composite material 
is complex and the uncertainty of the fatigue design of a composite material is very large. 
The fatigue damage due to the compressive stress state is different from metals in which the 
fatigue problem in the compressive stress state is not obvious.
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Table 17.2  Fatigue damage indices of node s 1–6 in 20 years
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17.4.2.3 Ultimate strength analysis

To evaluate the failure-critical locations of the blade, a failure criterion is required. A variety 
of failure criteria have been developed for laminated FRP material. The Tsai–Wu criterion 
(Gol’denblat and Kopnov 1965) is employed for the failure analysis of the concerned lami-
nated blade. Under the extreme wind speed condition, the VAWT is parked and hence only 
wind pressures are applied on the blade.

The azimuth angles considered are 0˚ , 30˚ , 60˚ , 90˚ , 120˚ , 150˚ , 180˚ , 210˚ , 240˚ , 270˚ , 
300˚  and 330˚ . At each azimuth angle, the stresses in each laminar of the blade can be 
obtained and the values of the Tsai–Wu strength index (P ) can be calculated accordingly. 
It is then found that the failure critical locations (with large P  value) are the same for each 
azimuth angle, that is, at the supports and the mid-span of the blades. The largest Tsai–Wu 
strength index appears at the upper support of the blade. By taking 90˚  as an example, the 
Tsai–Wu strength indices P  in the three laminas are shown in Figure 17.28. The largest 
Tsai–Wu strength index in each lamina (P max ) is also given in the figure.

17.4.3 Fatigue and strength analyses of structural members

17.4.3.1  Framework of fatigue and ultimate strength 
analyses of structural members

The framework of the fatigue and ultimate strength analyses of the structural members of 
the Hopewell VAWT are shown in Figure 17.29. There are four parts in this framework. 
First, the design loads on all the structural components of the VAWT are determined, includ-
ing the aerodynamic force, the inertial force, the gravity force and the Coriolis’s force. Then, 
the FE model of the VAWT is established, followed by the procedure of model updating on 
the basis of the field measured data. Finally, the fatigue and ultimate strength analyses of the 
structural members of the VAWT are conducted.

To conduct the fatigue and ultimate strength analyses of the structural members of the 
VAWT, the FE model of the Hopewell VAWT is built and shown in Figure 17.30. The 
ANSYS beam188, a geometry-exact beam element, is used to model all components of the 
VAWT, including the tower, the shaft, the hub, the main arms, the upper and lower arms, 
the links and the blades. In this FE model, the tower is modelled by 26 beam elements; the 
hub by 8 beam elements; the shaft by 20 elements; each main arm by 20 elements; each 
upper arm by 28 elements; each lower arm by 28 elements; each link by 27 elements; and 
each blade by 50 elements. There are in total 519 elements, 673 nodes and 4020 DOFs in the 
FE model of the VAWT. Since various uncertainties exist in the FE model of VAWT, model 
updating on the basis of field measurements is necessary before using the established FE 
model for fatigue and ultimate strength analyses. More details on the modelling and model 
updating of the VAWT can be found in Lin (2016).

17.4.3.2 Fatigue analysis

Since the fatigue analysis of the blades has been performed in detail in Section 17.4.2, this 
subsection focuses on the fatigue analysis of other structural components, including the 
shaft, the main arms and the upper and lower arms, which are made of steel, and the tower, 
which is made of reinforced concrete.

The fatigue analysis is based on the stress responses of the structural members under 
the operational wind speeds for the designated time period of 20 years. First, the rain flow 
counting method is applied to the stress response time history of the structural member at its 
critical location to find out the number of stress cycles at different stress range levels. Then, 



616 Smart civil structures

Pmax = 0.44 Pmax = 0.75

Pmax = 0.23

(a) (b) 

(c) 

z
x

y

z
x

y

z
xy

Figure 17.28   Tsai–Wu strength index P : (a) the first lamina, (b) the second lamina and (c) the third lamina.
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the number of cycles to failure at each stress range level is estimated by the S–N curve and 
the Goodman diagram is used to transfer the stress range with nonzero mean to the zero-
mean stress range. Finally, the Palmgren–Miner’s rule is used to evaluate the fatigue damage 
of the structural members of the VAWT.

Due to the complexity of the VAWT, it is impossible to determine the fatigue-critical loca-
tions by calculating fatigue damage at all the nodes of the structural members. A method is 
presented to determine the fatigue-critical locations in consideration of the dominant mode 
shapes. It can be found that the concerned VAWT is dominated by the first four modes, and 
three critical sections A, B and C of the main arm and the shaft are selected via the modal 
analysis (see Figure 17.31a). The selection of section B is to give a comparison with the 
fatigue damage in section A. In sections A and B, the normal stresses due to vertical bend-
ing (σ x ,vA  and σ x ,vB ) and the normal stresses due to horizontal bending (σ x,hA  and σ x,hB ) are 
extracted at nodes A1, B1, A2 and B2, respectively, as shown in Figure 17.31b. Two normal 
stresses due to bending of the shaft (σ x ,C1  and σ x ,C1 ) in section C are also obtained at nodes 
C1 and C2, as shown in Figure 17.31c. In Figure 17.31, subscript ‘x ’ means that the direc-
tion of the stress is normal to the cross section.

By using the S−N curve, the fatigue damage in 20 years at the 6 critical points in sections 
A, B and C is calculated and the results are listed in Table 17.3. It can be seen that the largest 
fatigue damage of 0.3476 occurs at the root of the main arm, caused by the vertical bend-
ing normal stress of the main arm. The second largest fatigue damage of 0.2687 occurs at 
the root of the main arm, which is caused by the horizontal bending normal stress of the 
main arm. The shaft has the least fatigue damage compared with other components of the 
VAWT. It is worth noting that although the fatigue damage of the shaft is small, the fatigue 
in this location should not be ignored because the influences of misalignment of the rotor 
and eccentric mass are not considered in this study.

Besides the fatigue analysis of the aforementioned steel components, a fatigue analysis of 
the tower is also conducted. The forces on the tower are the gravity force, the wind load 
and the reaction forces from the shaft. Under these forces, the largest stress and stress range 
appear at the bottom of the tower, which is the fatigue-critical location. Therefore, the cyclic 
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Figure 17.30   FE model of a straight-bladed VAWT.
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stresses at the bottom of the tower are calculated. Using the Miner’s rule and the S-N curve, 
the maximum fatigue damage of the tower is calculated as 0.1017.

17.4.3.3 Ultimate strength analysis

Under the extreme wind speed condition, wind turbines must be parked because in such 
high wind speeds, the rotor is prone to the danger of overspeed. Although wind turbines 
will vibrate under these conditions, the occurrence probability of this happening is small 
and hence the fatigue damage caused under this condition is small as compared with that 
under the operation wind speed condition. Therefore, only an ultimate strength analysis is 
needed to be conducted under extreme wind speed conditions. In this case, the von Mises 
stress is used to evaluate the failure-critical locations. Since wind direction has influence on 
the magnitude of the von Mises stress at the failure-critical location, the influence of wind 
direction is considered in the analysis. Furthermore, because the ultimate strength analysis 
of the blades has been conducted and given in Section 17.4.2, this section only focuses on 
the analysis of the arms, the shaft and the tower.

Through a comparison of the von Mises stress at each azimuth angle, it is found that 
the locations of large von Mises stress in each component coincide with the fatigue-critical 
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Figure 17.31   Fatigue critical locations of steel components and the positions of output stresses: (a) the posi-
tions of Sections A, B and C; (b) the output positions in Sections A and B; and (c) the output 
positions in Section C.

Table 17.3  Fatigue damage of fatigue-critical locations in 20 years

σ x  ,vA σ x  ,hA σ x  ,vB σ x  ,hB σ x  ,C1 σ x  ,C2 

Fatigue damage (D) 0.3476 0.2687 0.0099 0.0088 0.0179 0.6567 ×10−4
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locations. Thus, the von Mises stresses at points A1, A2, B1, B2, C1 and C2 are considered. 
The von Mises stresses vary with the azimuth angle. For the main arm, the largest stress 
appears at 60º  in the front wind side and 240º  in the back wind side. The stresses at A1 and 
B1 caused by vertical bending are larger than those at A2 and at B2, caused by horizontal 
bending. For the von Mises stresses of the shaft, there are three peak stresses in a cycle due 
to the three-blade structure and the peaks occur at the azimuth angles 30º , 150º  and 270º . 
For the von Mises stresses of the tower, there are also three peaks in a cycle. It has been 
concluded that for the VAWT of interest, the dangerous azimuth angles are 60º  and 240º  
for the main arms, 30º , 150º and 270º  for the shaft and 60º , 180º and 300º  for the tower, 
under extreme wind speed conditions.

17.4.4 Structural health monitoring system for the VAWT

The SHM system used for a VAWT has five functions: to monitor the loading and responses 
of a structure, to assess its performance under various service loads, to verify or update the 
rules used in its design stage, to detect its damage or deterioration and to guide its inspection 
and maintenance. 

Based on these objectives, the following sensor types are used. In order to monitor wind 
speed and wind profile, anemometers are required at different heights. Because rotational 
speed is another important parameter for a wind turbine, it has to be monitored. There are 
many methods to measure the rotational speed. One of the most widely used methods is a 
laser displacement sensor. To monitor the deformation of a VAWT, displacement sensors, 
accelerometers and strain gauges are required. To monitor global deformations, accelerom-
eters need to be installed on the components, such as the tower, the main arms and the upper 
and lower arms. To monitor the swing of the shaft, two laser displacement sensors are used. 
To monitor local deformations, strain gauges are installed at the potential damage locations 
of the tower, shaft, main arms and blades. To assess wind power and monitor service loads, 
load cells are installed at the supports of the blade and the links connecting the upper and 
lower arms. A summary of the number, types and locations of sensors is given in Table 17.4. 
Details of the placements of sensors are shown in Figure 17.32. More descriptions on the 
number, location and function of these sensors can be found in Lin (2016).

After the number, location and function of the sensors have been determined, the SHM 
system is designed, as shown in Figure 17.33. The sensing system and the data acquisition 
and process system used in the SHM system can be divided into two groups: one is the 
rotating parts (on the blades, arms and shaft) and the other is the stationary parts (on the 
tower and the wind mast). The power for the sensors and other instruments is normally 

Table 17.4 Summary of sensors used in SHM system

Anemometer 
Laser 
meter Accelerometer 

Strain 
gauges Load cell LVDT 

Wind mast 2 – – – – –
Tower – – 2 4 – –
Shaft – 1 – 12 – 2
Main arm – – 6 3 – –
Upper arm – – 6 – 3 3
Lower arm – – 6 – 3 3
Link – – – – 3 –
Blade – – – 30 – –
Total 2 1 20 49 9 8
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obtained from the power grid. For the rotating parts, carbon brushes are used to transmit 
the current from the stationary transmission cables to the rotating ones so that the equip-
ment of the rotating parts can obtain the power supply, as shown in Figure 17.33a. For 
the stationary parts, the power is normally obtained from the electrical grid, as shown in 
Figure 17.33b.
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Two sets of signal conditioners are used to receive signals from load cells and strain 
gauges as shown in Figures 17.33a and b. One set is for the rotating parts and there are a 
total of 49 channels: 4 for the strain gauges on the shaft, 3 for the strain gauges on the main 
arms, 15 for the strain gauges on the blades, 21 for load cells and 6 for LVDTs. The other set 
is for the stationary parts and there are a total of eight channels: four for the anemometers, 
two for the strain gauges on the tower, one for the laser displacement sensor and one for the 
generated power.

Two sets of charge amplifiers are used to receive signals from accelerometers as shown in 
Figure 17.33a and b. One set is for the rotating parts and there are a total of 18 channels: 
6 for accelerometers on the main arms, 6 for accelerometers on the upper arms and 6 for 
accelerometers on the lower arms. The other set is for the stationary parts and there are 
two channels for the accelerometers on the top of the tower. Two sets of data recorders are 
required. One set is to record the data from the rotating parts and there are 67 channels (49 
for conditioners and 18 for amplifiers). The other set is to record the data from the station-
ary parts and there are a total of 10 channels. The sampling frequency of these two data 
recorders is 25 Hz.

Two sets of computers are used to process and store the data. One is installed on top of 
the centre of the rotor, rotating with the VAWT; the other is installed in the tower. These 
two computers act as the data processor systems, the data management systems and the 
structure evaluation systems. When there is a fault, an alarm will be given. Considering the 
convenience in getting the stored data, carbon brushes are used to transfer the data from 
the rotating computer to the stationary one, as shown in Figure 17.33c.

17.5 CONCEPT OF SMART VERTICAL AXIS WIND TURBINES

A pitch control system was proposed in Section 17.3.4. The aims of this control system are 
to improve the self-start capability of a VAWT when the wind speed reaches the cut-in wind 
speed, to maximise the power production when the wind speed is higher than the cut-in 
wind speed but lower than the rated wind speed, to maintain the power at the rated value 
when the wind speed is higher than the rated wind speed but lower than the cut-off wind 
speed, and to benefit the VAWT in the state of shut down when wind speed is larger than the 
cut-off wind speed. Moreover, an SHM system was presented in Section 17.4.4. This SHM 
system is designed to monitor wind condition, to ensure the functionality and safety of the 
VAWT and to guide the inspection and maintenance.

By comparing these two systems, it can be found that there are some common sensors 
(such as the anemometer, LVDT and the tachometer) and common data acquisition and 
processing systems. It will not be economic if these two systems are designed and used sepa-
rately. Moreover, when a fault happens, it will be beneficial if a command can be sent from 
the SHM system to the control system to shut down the VAWT in time. Also, since a VAWT 
itself is an energy-harvesting machine, it will be quite promising if the generated power can 
be directly provided to the instruments of the SHM and pitch control systems.

Hence, it is highly desirable to develop an integrated SHM and control system for the 
VAWT to make it have self-sensing, self-diagnosis, self-control and self-power functions. 
A schematic diagram of such an integrated system is given in Figure 17.34. In this system, 
two sets of power supplies are used. In the operational condition, the partial power from 
the VAWT is offered to the sensors and other instruments of the integrated system, whereas 
the rest is transmitted to the electrical grid. When the VAWT is shut down, the power will 
not be produced by the generator. In this case, the power can be obtained from the grid. To 
deal with the transition of the power supply mode and the electrical grid outage, batteries, 
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such as uninterruptible power systems (UPS), can be used. The power from the generator 
or the grid is first connected to the batteries and the power is then supplied by the batteries.

The sensors, actuators and other instruments are also divided into two groups: one is the 
rotating parts and the other is the stationary parts. Data from the anemometers installed on 
the wind mast and the sensors installed on the tower are recorded by the data acquisition 
systems of the stationary parts, whereas the data from the sensors on the shaft, arms and 
blades are recorded by the data acquisition system of the rotating parts. Among the data 
of the stationary parts, the wind speed, the rotational speed and the azimuth angles are 
transferred to computer 1 of the rotating parts for the control purpose. Computer 1 is the 
control centre, which includes the operational state indicator and the aforementioned four-
stage control algorithm. Computer 2 is the SHM centre, which includes the data processing 
system, the data management system and the structure evaluation system. Moreover, when a 
fault is found by the SHM system, a shut-down command will be sent to the control system 
to stop the rotation of the rotor. For ease of extracting the stored data, data in computer 1 
are transferred to computer 2 for storage. In such a VAWT, the SHM system, the control 
system and the power supply system are synthesised to some extent. Hence, it is called the 
smart VAWT .

It is worthwhile to note that the smart VAWT is at the conceptual stage and does not 
include structural vibration control and self-repairing functions. A great amount of research 
and effort is still required in order to realise a truly smart VAWT in the near future.
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NOTATION

a u  , a d   Upwind and downwind induction factor, respectively
A  Area of the stream-tube
c  Chord length of the blade
C l  , C d   Lift coefficient and drag coefficient, respectively
C n  , C t   Normal force coefficient and tangential force coefficient, respectively
F  Aerodynamic drag force
F n   Normal force
F t   Tangential force
F u  , F d   Aerodynamic drag force at the upwind and downside side, respectively
Fu, Fd The stream-wise force exerted by the upwind actuator disk and the 

downwind actuator disk, respectively
K  An empirical constant related to the material
m  Slop parameter
N  The number of cycle to failure
N′   The number of the identical blades
p d   Pressure in front of the downstream actuator
p u   Pressure in front of the upstream actuator
p 0  Pressure of the far upstream
R  Radius of the rotor
V d   Wind speed in the downwind rotor
V e   Wind speed inside the rotor
V r   Relative wind speed
V u   Wind speed in the upwind rotor
V w   Wind speed in the far wake
V ∞   Inflow wind speed of the far upstream
α  Angle of attack 
α r   Angle of attack for a zero pitch case
β  pitch angle
β   ′  The amplitude of pitch angle in the sinusoidal pitch control
∆ h  Height of the blade
∆ p d   Pressure drop due to the downwind actuator
∆ p u   Pressure drop due to the upwind actuator
∆   θ  Angular width of the stream-tube
ε r   Strain range
θ  Azimuth angle
λ  Tip-speed ratio
ρ  Air density
ω  Rotational speed
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Chapter 18

Synthesis of structural self-
repairing and health monitoring

18.1 PREVIEW

Civil structures are often exposed to harsh environments and therefore in-service civil struc-
tures are under continuous deterioration. Civil structures can also be damaged to varying 
extents due to man-made and natural hazards such as typhoons, strong earthquakes, floods, 
fires and collisions. To keep the structures in service, maintenance and repair are inevitable 
although they are expensive and difficult. A considerable amount of effort has therefore been 
made to develop innovative smart materials and novel structural systems with a goal that 
rehabilitation can be effectively accomplished by the structures themselves. Structural self-
rehabilitation can be roughly categorised as structural self-centring (SSC), structural self-
healing (SSH) and structural self-repairing (SSR). With the onset of structural defects and 
damages, the SSR system can be activated by the structural health monitoring (SHM) sys-
tem to prevent further development of structural damage and recover the structural capac-
ity. This chapter first introduces the concept of structural self-rehabilitation and reviews the 
current research status of structural self-rehabilitation. It then elaborates the SSR systems, 
in which two studies on self-repairing (SR) concrete (Ł ukowski and Adamczewski 2013) 
and SR concrete beams (Kuang and Ou 2008) are concisely introduced. This chapter finally 
focuses on the synthesis of SSR and SHM systems, in which self-diagnosis and SR steel 
joints (Kim et al. 2009) and self-diagnosis and SR active tensegrity structures (Adam and 
Smith 2007) are presented.

18.2  CURRENT RESEARCH STATUS OF 
STRUCTURAL SELF-REHABILITATION

18.2.1 Concept of structural self-rehabilitation

Structural self-rehabilitation means that after suffering disturbance, the structure can 
restore itself to a state of health to continue performing its original functions. Such an inspi-
ration comes from biological systems, which have the ability to heal or recover after being 
wounded or sick. Structural self-rehabilitation can be realised by SSC, SSH and SSR sys-
tems. The SSC systems are mainly used to enable the earthquake-excited structure to return 
to its initial configuration without much residual displacement after the earthquake is over. 
The SSH systems mainly refer to the SSH materials that have the structurally incorporated 
ability to repair the damage caused by mechanical usage over time. For a structural material 
to be strictly defined as autonomously SSH material, it is necessary that the healing process 
occurs without human intervention. The SSR systems are, however, embedded in a structure 
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to enable the structure to repair damage if necessary. The SSR systems can be integrated 
with the SHM systems to form self-diagnosis and SR structures.

18.2.2 Structural self-centring systems

Observation of damaged structures in previous earthquakes has shown that large residual 
deformation may be induced in the structural or non-structural components of the structure 
although the collapse of the structure is prevented. The accumulation of such lateral defor-
mation eventually causes partial or total loss of structural functionality. Repairing the dam-
ages and recovering the residual displacements are, in general, technically challenging and 
financially expensive. Therefore, these damaged structures are usually demolished, which 
in turn results in large economic losses. A recent investigation suggested that a residual 
inter-story drift ratio of 0.5% in Japan makes rebuilding a new structure more favourable 
than retrofitting or repairing the damaged structure (McCormick et al. 2008). In order to 
decrease the permanent deformation of structures after earthquakes and thereby minimise 
the possible economic losses, significant efforts have been made to develop innovative SSC 
systems.

SSC systems are a special class of structural systems that can undergo large lateral dis-
placements with little or no residual drift (Li 2005). Compared with conventional structural 
systems, SSC systems are more attractive because the residual deformation is significantly 
reduced or even eliminated while the strength and stiffness degradation is small. In this sec-
tion, two types of SSC systems, post-tension (PT)-based systems and shape memory alloy 
(SMA)-based systems, are introduced.

18.2.2.1 PT-based systems

PT steel tendons are popularly utilised in SSC systems to provide the desired self-centring 
(SC) forces, whereas energy dissipation devices are often used in parallel to offer damping 
capacity. Three broad classes of PT-based SC systems, including the SC rocking system, the 
SC moment-resisting frame (MRF) and the SC-braced frame, are briefly introduced in this 
section.

SC rocking systems allow a structure to form a rocking mechanism by permitting a gap 
between the structure and its foundation under earthquake excitation as schematically 
shown in Figure 18.1. Upon loading, concentrated deformation occurs at the gap location, 
and PT steel tendons then attempt to close the gap, bringing the structure back to its original 
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PT steel tendons

Foundation

θ for rotation

Figure 18.1   Schematic diagram of a simple SC rocking system.
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position. The concept of SC rocking systems originated from the features incorporated in 
the design of the stepping railway bridge over the South Rangitikei River, New Zealand 
(Cormack 1988), where the SC rocking system is combined with a hysteretic energy dissipa-
tion device. Since then, the behaviour of SC rocking systems has been actively investigated 
analytically and experimentally. A number of analytical studies were carried out to consider 
potential applications of SC solutions to bridge columns (e.g. Kwan and Billington 2003a,b; 
Palermo et al. 2005). Significant effort has also been made on the experimental investiga-
tion of precast PT-based bridge columns. For example, an experimental investigation was 
carried out by Marriott et al. (2009) on three 1:3 scale un-bonded and post-tensioned can-
tilever bridge piers, in comparison with an equivalently reinforced monolithic benchmark. 
Minimal physical damage was observed and very stable energy dissipation and SC proper-
ties were exhibited in the PT rocking systems. Seven quasi-static cyclic tests of half-scale 
rocking frames were also conducted by Krawinkler et al. (2014). A precast PT composite 
steel-concrete hollow-core column with supplemental energy dissipaters was proposed by 
Guerrini et al. (2014) to minimise post-earthquake residual lateral displacements. Large 
inelastic rotations could be accommodated at the end joints of the columns with minimal 
structural damage, as gaps were allowed to open at these locations and to close upon load 
reversal. Besides the applications of SC rocking systems to columns, a similar SC solution 
was also employed by Stanton and Nakaki (2002) in the development of SC rocking wall 
systems. Additional experimental work on SC structural walls was also reported by Holden 
et al. (2003), Restrepo and Rahman (2007) and Toranzo et al. (2009).

SC-MRFs are constructed by post-tensioning beam-to-column connections using high-
strength strands, as schematically shown in Figure 18.2. Top and seat angles are added to 
provide energy dissipation and redundancy under seismic loading. The advantages of this 
type of connection include that (1) field welding is not required; (2) the connection stiff-
ness is similar to that of a welded connection; (3) the connection is SC; and (4) significant 
damage to the MRF is confined to the angles of the connection (Ricles et al. 2001). Further 
studies including cyclic load tests and full-scale application were conducted by Garlock 
et al. (2003, 2005, 2007). The seismic performance of a post-tensioned energy dissipating 
(PTED) connection for steel frames was investigated analytically and experimentally by 
Christopoulos et al. (2002). The results of the tests showed that the PTED test specimen was 
able to undergo large inelastic deformations without any damage in the beam or column and 
without residual drift. To avoid yielding in steel beam-to-column connections, energy dis-
sipating elements using friction-damped connections on the outside of beam flanges (Rojas 
et al. 2005), a beam bottom flange friction device (Wolski et al. 2009) and a friction channel 
at the beam web (Lin et al. 2013) were also developed.

Top angle

Seat angle

PT strandsTop angle

Seat angle

PT strands

Figure 18.2   Schematic diagram of an SC-MRF system.
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The SC braces that combine PT elements and energy dissipating components have an 
outlook similar to that of a conventional steel brace or a specialised damping device. This 
bracing member exhibits a repeatable flag-shaped hysteretic response with full SC capabili-
ties, thereby eliminating residual deformations. The mechanics of this new type of brace was 
first explained by Christopoulos et al. (2008), and the equations governing its design and 
response were outlined as well. A comparison of the seismic responses of steel frame build-
ings with two types of bracing members, SC braces and buckling-restrained braces (BRBs), 
was numerically conducted by Tremblay et al. (2008). It was found that the SC bracing 
frames generally experienced smaller peak story drifts, less damage concentration over the 
building height and smaller residual lateral deformations compared with the BRB system. 
Shaking table tests on a three-story SC-braced frame were then conducted to validate the 
efficiency of the SC brace (Erochko et al. 2013). Moreover, a new enhanced-elongation tele-
scoping SC brace was recently developed, which allows for an SC response over two times 
the range achieved with the original SC bracing system (Erochko et al. 2014).

18.2.2.2 SMA-based systems

In PT-based SC systems, PT strands remain elastic over the entire loading and unloading 
stage, and thus energy dissipation of this type of system is usually low. This can be viewed 
as a shortcoming of PT-based SC systems. As an alternative solution, SMA with its unique 
super-elastic ability to undergo large deformations and recover its original shape upon stress 
removal can be employed in SC systems.

SMAs are a remarkable class of metals that offer high strength, large energy dissipation 
through hysteretic behaviour, extraordinary strain capacity (up to 8%) with full shape recov-
ery to zero residual strain and a high resistance to corrosion and fatigue. The basic char-
acteristics of SMAs and their applications in civil structures were introduced in Chapter 2. 
A number of state-of-the-art reviews are also available (e.g. Wilson and Wesolowsky 2005; 
Song et al. 2006; Menna et al. 2015). It would be impossible to introduce the whole research 
work conducted for the development of SMA-based SC systems in this chapter, thus only a 
brief introduction to some SMA-based SC systems developed in recent years for columns, 
joints, braces and isolators is given in this section.

By placing the SMA rebar at the plastic hinge region, two quarter-scale spiral reinforced 
concrete (RC) columns representing bridge piers were designed, constructed and tested by 
Saiidi and Wang (2006). The results showed that the SMA-RC columns were capable of 
dissipating significant amounts of energy with negligible residual deformation and rotation 
during earthquakes. Alam et al. (2008) discussed the critical and essential design features 
of using SMA as reinforcement in concrete structures from an analytical point of view. 
Nikbakht et al. (2015) numerically investigated the performance of precast segmental bridge 
columns with SMA bars under lateral static seismic loading.

Feasibility studies on an SC beam-column connection using the super-elastic behav-
iour of SMAs were numerically investigated by Ma et al. (2007). It was found that 
the connection deformations were recoverable upon unloading. Two large-scale beam-
column joints were designed and tested under reversed cyclic loading with the aim of 
assessing the seismic behaviour of the joints reinforced with super-elastic SMAs (Youssef 
et al. 2008). The results showed that the SMA-reinforced beam-column joint was able to 
recover most of its post-yield deformation. A 3/4 scale concrete beam-column joint rein-
forced with SMA bars at the plastic hinge region was designed and tested under reversed 
cyclic loading (Moncef et al. 2011). The results demonstrated that SMA-reinforced joints 
were able to recover nearly all of their post-yield deformation, requiring a minimum 
amount of repair.



Synthesis of structural self-repairing and health monitoring 631

Zhu and Zhang (2007) proposed a reusable hysteretic damping brace (RHDB) whose core 
component was made of stranded SMA wires. A comparative study of an RHDB frame and 
a BRB showed that the RHDB frame can achieve a seismic response level comparable with 
that of the BRB frame while having significantly reduced residual drifts. A similar study but 
with an SC friction damping brace was also conducted by Zhu and Zhang (2008). Miller 
et al. (2012) proposed an SC buckling-restrained brace composed of a typical BRB com-
ponent, which was used for energy dissipation, and pre-tensioned super-elastic SMA rods, 
which were able to provide SC and additional energy dissipation ability.

Casciati et al. (2007) proposed a novel base-isolation device composed of two disks, one 
vertical cylinder with an upper enlargement sustained by three horizontal cantilevers and 
at least three inclined SMA bars. The role of the SMA bars is to limit the relative motion 
between the base and the superstructure, to dissipate energy by their super-elastic con-
stitutive law and to guarantee the re-centring of the device. A displacement-based design 
approach for highway bridges with SMA isolators was proposed by Liu et al. (2011) on the 
basis of nonlinear dynamic analyses. Numerical simulation results indicated that a properly 
designed RC highway bridge with SMA isolators may achieve minor damage and minimal 
residual deformations under frequent and rare earthquakes. Nonlinear static analysis was 
also carried out to investigate the failure mechanism and the SC ability of the designed 
highway bridge. A novel SC isolator using super-elastic SMA was presented and installed 
between the piers and decks of highway bridges (Zhu and Qiu 2014). Based on the incre-
mental dynamic analysis of a prototype highway bridge with SMA isolators, it was found 
that the SMA isolators can effectively protect the superstructure of the highway bridge and 
minimise the post-earthquake residual deformation.

18.2.3 Self-healing materials

Almost all civil structures are susceptible to natural or artificial degradation and deteriora-
tion with time. Taking concrete structures as an example, cracks can occur at any stage of 
the service life of the structures due to man-made factors such as overloading and improper 
maintenance, or volumetric changes caused by high temperatures, creep, plastic settlement 
or shrinkage. In the early stage, most cracks are in micro scale and are usually not visible. 
As the cracks expand and form a network, the permeation of aggressive substances becomes 
easier, which in turn leads to concrete corrosion and deterioration. To avoid the dangerous 
situations caused by such deterioration, proper inspection and maintenance techniques are 
required. In some cases, however, it is difficult for engineers to complete their repair work 
due to inaccessible damage location and/or environmental limitations. An ideal solution is 
that the structures can cure themselves, just like the natural process of blood clotting or 
repairing fractured bones. The motivation of conceiving such structural systems has led to 
increasing interest in the development of self-healing (SH) materials.

SH materials are a class of smart materials that have the ability to heal flaws or damages 
autogenously and autonomously without any external intervention (Ghosh 2009). Different 
types of materials such as polymers, coatings, alloys and concrete have their own SH mecha-
nisms. Many excellent reviews on SH materials with different emphases can be found (e.g. 
Woo 2008; Mihashi and Nishiwaki 2012). This section, however, only gives a brief intro-
duction to the development of SH materials for concrete structures. The possible mecha-
nisms of the SH process in concrete are cited as follows (Ramm and Biscoping 1998): (1) 
further hydration of the concrete, (2) crystallisation (calcium carbonate), (3) expansion of 
the concrete in the crack fl anks, (4) closing of the cracks by solid matter in the water and (5) 
closing of the cracks by spalling-off loose concrete particles resulting from cracking. Among 
these five mechanisms, the processes of hydration and carbonation are commonly accepted 
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as the two main mechanisms, which can progressively fi ll the crack volume and, under 
certain specifi c conditions, can almost completely fi ll and heal the crack (Neville 2002). In 
general, the SH process of concrete can be categorised as natural SH, if the SH phenomenon 
of concrete happens naturally, and engineered SH, if extra engineered factors such as addi-
tional engineering materials or techniques are involved during the occurrence of SH.

18.2.3.1 Natural self-healing

It has been observed that some cracks in old concrete structures are lined with white crystal-
line material, suggesting the ability of concrete to self-seal the cracks with chemical products 
by itself, perhaps with the aid of rainwater and carbon dioxide in air (Li and Yang 2007). In 
the study of water flow through cracked concrete under a hydraulic gradient, many investi-
gators also found a gradual reduction of permeability over time, again suggesting the ability 
of the cracked concrete to self-seal and slow the rate of water flow. Self-sealing is a com-
monly natural SH phenomenon and is important to prolong the service life of infrastruc-
ture, especially for waterproof structures.

Substantial attention has also been paid to investigating the influence of many other fac-
tors, such as mixture ratio, crack width, water pressure and ageing time, on the nature of SH 
action. For example, to investigate the SH and reinforcement corrosion of water-penetrated 
separation cracks in RC, experimental studies over a period of two years were carried out by 
Ramm and Biscoping (1998) considering the influence of crack width, structural thickness, 
water pressure and the degree of water acidity. More recently, SH of cracks in an ultra-high 
performance concrete was investigated by Granger et al. (2007). Mechanical tests demon-
strated a recovery of the global stiffness for specimens initially cracked and then self-healed, 
and a slow improvement in structural strength. Gagné  and Argouges (2012) investigated 
the natural SH of mortars using airflow measurements through a single crack of controlled 
geometry. They found that age at time of cracking only plays a minor role in mortar SH 
kinetics, and the fi nal natural SH level is less than 20% after 5 months for the case of a crack 
opening greater than 300  μ m.

18.2.3.2 Engineered self-healing

Different from natural SH of plain concrete, some engineering techniques are used to influ-
ence or stimulate the concrete SH capabilities in engineered SH. Studies on the two aspects of 
engineered SH, that is, engineered SH with fibre reinforcement or admixtures, are described 
briefly in this subsection.

Engineered cementitious composite (ECC) is a unique type of high performance fibre-
reinforced cementitious composite, featuring high tensile ductility with moderate fibre vol-
ume fraction (2% volume or less) (Yang et al. 2011). Of special interest is that the tensile 
strain capacity of ECC is 2%–5%, several hundred times that of normal concrete, whereas 
the compressive strength of ECC ranges from 50 to 80 MPa, putting ECC in the class of 
high strength concrete materials but without the associated brittleness. With such attractive 
characteristics, ECC material is expected to have good potential to engage SH in a variety 
of environmental conditions, and much effort has been made in the investigation of SH with 
ECC material. For example, the performance of SH of ECC under two different cyclic wet-
ting and drying regimes was investigated by Yang et al. (2009). They found that through 
SH, crack-damaged ECC recovered 76%–100% of its initial resonant frequency value and 
attained a distinct rebound in stiffness. Even for specimens deliberately pre-damaged with 
micro-cracks by loading up to 3% tensile strain, the tensile strain capacity after SH recov-
ered close to 100% that of virgin specimens without any preloading. Moreover, Yang et al. 
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(2011) investigated the healing of early ages (3 days) ECC damaged by tensile preloading 
after exposure to different conditioning regimes: water/air cycles, water/high temperature 
air cycles, 90% RH/air cycles and submersion in water. Qian et al. (2010) investigated the 
SH behaviour of ECC with emphases on the influence of curing condition and pre-cracking 
time. It was found that for all curing conditions, deflection capacity after SH can recover 
or even exceed that of virgin samples with almost all pre-cracking ages. Some literature 
reviews can also be found that introduce the development of SH of ECC (e.g. Li 2003; Wu 
et al. 2012).

In order to stimulate the chemical reaction for the purpose of generating hydration prod-
ucts to fill cracks in concrete, some admixtures can be used, for example, mineral-producing 
bacteria. The principle mechanism of bacterial crack healing is that the bacteria themselves 
act largely as a catalyst, and transform a precursor compound to a suitable filler material 
(Jonkers 2011). Two basic points are required to take into account when applying bacteria-
based SH methods (Jonkers 2007): (1) both bacteria and their produced compounds such as 
calcium carbonate–based mineral precipitates should effectively cure cracks without caus-
ing the loss of other concrete characteristics; and (2) the lifetime of bacteria should be 
long enough to perform long-term effective crack SH, preferably during the total service 
life of the concrete. In recent years, increasing attention has been paid to the development 
of bacteria-based SH. For example, the crack healing potential of bacteria and traditional 
repair techniques were compared by Tittelboom et al. (2010). Thermogravimetric analysis 
showed that bacteria were able to precipitate CaCO3  crystals inside the cracks, and SH 
capabilities could be guaranteed when bacteria were protected in silica gel. The possibility 
to use silica gel or polyurethane as the carrier for protecting the bacteria was investigated by 
Wang et al. (2012). Experimental results indicated that polyurethane has more potential to 
be used as a bacterial carrier for SH of concrete cracks because a higher strength regain and 
lower water permeability coefficient can be achieved as compared with specimens healed by 
silica gel immobilised bacteria. More applications of bacteria as an SH agent for the develop-
ment of sustainable concrete can be found in the literature (e.g. Jonkers 2011; Mihashi and 
Nishiwaki 2012).

18.2.4 Structural self-repairing materials and systems

The SSR materials or systems are embedded in a structure to enable the structure to repair 
damage if necessary. The SSR materials and systems can be integrated with the SHM sys-
tems to form self-diagnosis and SR structures. The SSR should proceed in the place and time 
expected by the designer, that is, where and when it is desirable. Smart materials with the 
following smart functions are usually involved in the SR process (Mihashi and Nishiwaki 
2012): (1) sensing function for locating or detecting the presence of targeted changes such 
as cracks, (2) processing function for judging which action should be taken and/or when it 
should be taken and (3) actuation function for putting the planned repair operations into 
action. This is to say, a smart material can treat stimuli from the changing external environ-
ment as information to process the condition of the material itself. In this section, two types 
of SR process, i.e. passive SR and active SR, are introduced.

18.2.4.1 Passive self-repairing

In civil engineering, passive SR techniques are often used for concrete structures. A key fea-
ture of passive SR is that no external energy or SHM system is required. A common type of 
passive SSR system is based on the previously embedded agent, and the basic processes can 
be described as (1) mix brittle capsules or other types of carriers containing a healing agent 
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or substance in concrete, (2) release the repair agent when the damage-induced triggering 
mechanism is activated and (3) repair agent penetrates into cracks and produces a chemical 
product to fill the cracks. According to this description of passive SR, some engineered SH, 
such as the aforementioned bacteria-based SH using silica gel or polyurethane as the carrier, 
can also be viewed as passive SR. This classification is also consistent with that defined by 
the Japan Concrete Institute (JCI) technical committee on autogenous healing in cementi-
tious materials (Igarashi et al. 2009) to some extent.

The investigation of passive SR using a variety of adhesive agents has been actively car-
ried out. Still focusing on the application in concrete, one of the earliest studies was con-
ducted by Dry (1994a,b) using an adhesive agent contained in hollow brittle glass fibres. 
In this totally passive SR system, the tensile cracking of the matrix in brittle cementitious 
materials caused by overloading and the resulting breakage of the glass fibres stimulate the 
actuating mechanisms to release the adhesive agent for repairing the crack. The application 
of this idea to a one-story rigid portal frame was further considered by Dry (2001). More 
recently, Hilloulin et al. (2015) focused on the design of polymeric capsules which were able 
to resist the concrete mixing process and could break when cracks appeared. Ł ukowski and 
Adamczewski (2013) conducted experimental studies to evaluate the SR ability of a cement 
composite modified with epoxy resin without a hardener. More details of this study will be 
given in Section 18.3 as an example for ease of understanding passive SR.

Besides using an agent embedded in concrete for SR as previously mentioned, a number 
of researchers were devoted to developing the passive SR with the aid of the super-elastic 
SMA. For example, by using SMAs as the main reinforcing bars for concrete beams in order 
for large cracks under loading to be mechanically closed after unloading, a crack-closure 
system was proposed by Sakai et al. (2003). The comparison between a beam with SMAs 
and with steel wires indicated that, after maximum deflection, the mortar beam with SMAs 
could return to about one-tenth deflection compared with the maximum, and the range of 
deflection of the mortar beam with SMAs is more than seven times that of the beam with 
steels. Choi et al. (2010) examined the temperature hysteresis as well as the recovery and 
residual stress of NiTiNb and NiTi SMAs, and explained the possible applications for SR of 
concrete structures with the shape memory effect. The influence of un-bonded length on the 
SR capability of an SMA wire concrete beam was investigated theoretically and experimen-
tally by Sun et al. (2013). The results clearly stated that a better crack-repairing situation 
could be achieved with the longer un-bonded length. Moreover, by taking advantage of the 
super-elastic effect of SMA and the cohering characteristic of repairing adhesive, a smart 
concrete beam with SR ability was developed by Kuang and Ou (2008), and the details will 
be described in Section 18.4.

18.2.4.2 Active self-repairing

A major difference between active SR and passive SR is that external power is required in 
active SR. Moreover, the SHM system can be incorporated into an active SR system making 
such SR system more self-controllable. In order to perform effectively, actuation and sensor 
elements are embedded or surface mounted properly to offer the measurement of physical 
quantities such as vibration, permeability, current flow, strain, acoustic emission, imped-
ance and pH-changes, which are informative with respect to the state of structural health. 
An ideal active SR process in a smart system should be able to monitor the structural states 
online, to efficiently process the data or signals from sensors, to accurately perform the diag-
nosis and to effectively repair the damages if any. The health monitoring and repair cycle 
for an active SR system is sketched in Figure 18.3. From these points of view, the active SR 
could be considered as the highest level of SHM (Peairs et al. 2004; Kim et al. 2009). The 
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concept of active SR has been investigated and applied in the areas of aerospace, mechanical 
engineering, civil engineering and life science. Focusing on the potential applications in civil 
structures, the majority of researches have been devoted to the development of active SR 
systems for concrete structures, steel structures and active tensegrity structures.

Concrete structures often suffer from cracking that leads to much earlier deterioration 
than the designed service life. To prevent such deterioration, the implementation of regular 
inspection and maintenance for concrete structures is usually required, although it is costly, 
time-consuming and difficult to execute. The recently emerging smart materials and the 
practical limitations of inspection and maintenance motivate civil engineers and researchers 
to investigate and develop active SR materials and systems for recovering the properties of 
concrete structure with the onset of defects such as cracks. Nishiwaki et al. (2006) developed 
a new active SR system which can automatically start in response to electrical signals trig-
gered by cracking in concrete. The system was composed of pipes made with heat-plasticity 
film that contained a low viscosity epoxy resin as a repairing agent and a conductive com-
posite simultaneously serving as a crack monitoring sensor and heating device for a specific 
location through electrification. When a crack in the concrete was detected by the sensor, 
the electrical resistance of the sensor was increased because part of the electrical conduc-
tion path was cut off around the crack. By means of electrification in this sensor, a partial 
increase in electrical resistance could provide selective heating around the crack, resulting in 
the release of the repair agent. An exhaustive experiment was carried out to investigate the 
quantitative relation between the strain for the diagnosis and the crack width, and to vali-
date the effectiveness of such active SR system (Mihashi et al. 2008; Nishiwaki et al. 2009).

As one of the widely used smart materials, SMA possesses attractive sensing and actua-
tion properties, and thereby shows the potential for its applications in active SR systems. Li 
et al. (2004) proposed an integrated self-diagnostic and self-repair system embedded with 
SMA bars. It was verified that embedding SMA bars could effectively decrease the moment 
of the RC beam. A finite-element analysis further indicated that the SMA bars could modify 
the tensile stress in the tensile zone or crack area and even close the cracks. A major road-
block for the active SR system using SMAs is that a large amount of energy is required for 
the recovery of cracks, thereby making such a concept almost impractical in civil engineer-
ing. Much attention has thus shifted towards using the shape memory effect of SMAs in 
active SR joints for steel structures.

The bolted joint is one of the most common mechanical components in steel structures, 
and these joints are often critical to the function of the structure. Unfortunately, bolted 
joints are subject to a variety of common modes of failure, such as self-loosening, shak-
ing apart and breaking because of corrosion, stress cracking or fatigue. Self-loosening 
is the most frequent mode of failure for bolted joints. To reduce this mode of failure, 
the concept of self-diagnosis and SR bolted joints has been developed (Park and Inman 
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Figure 18.3   Health monitoring and repair cycle for an active self-repairing system. (From Coyle, E.A. et al., 
Eng. Appl. Artif. Intell. , 17(1), 1–9, 2004.)
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2001). This concept combines the impedance-based health monitoring technique with 
actuators which are usually included in the joint as SMA washers to restore tension in a 
loose bolt. Park et al. (2003) investigated the SR mechanism using SMAs along with a 
self-sensing mechanism with piezoelectric elements to measure the electrical impedance. 
Some practical issues of such self-diagnosis and SR bolted joints, especially for SMA 
actuators, were further investigated by Peairs et al. (2004). Antonios et al. (2006) also 
carried out an experimental study and numerical analysis of the SR bolted joint, trying 
to find the influence of initial clamping force, heating and cooling rate, heat loss for dif-
ferent insulation materials and analytical modelling. Faria et al. (2011) investigated the 
application of SMA washers as an actuator to increase the preload on loosened bolted 
joints. The application of SMA washers follows an SHM procedure to identify a dam-
age occurrence. For a better understanding of the active SR bolted joints, an integrated 
digital impedance-based SHM and SSR system developed by Kim et al. (2009) will be 
described in Section 18.5.

Tensegrity structures are structures composed of tension elements (strings, tendons 
or cables) surrounding compression elements (bars or struts) in equilibrium (Motro and 
Raducanu 2003). Since only a small amount of energy is needed to change the shape of these 
structures, tensegrities are attractive solutions for controllable structures, and increasing 
effort has been made on the active control of tensegrity structures. The potential applica-
tions of tensegrities on footbridges or pedestrian bridges were actively investigated (e.g. 
Ali et al. 2010; Veuve et al. 2015). Adam and Smith (2007) further described how self-
diagnosis, shape control and SR could be integrated into tensegrity structures to copy with 
unknown events. The identification of either loading or damage location was first involved 
in self-diagnosis, and then self-diagnosis results were used for control tasks such as shape 
control and/or SR. Self-repair involved stiffness increases and stress decreases with respect 
to the damage state. Further investigation of the SR of a damaged tensegrity pedestrian 
bridge with the aim of meeting safety and serviceability requirements was also conducted 
(Korkmaz et al. 2011). The introduction of self-diagnosis, SR and self-controlled tensegrity 
structures will be given in Section 18.6.

18.3 SELF-REPAIRING CONCRETE

This section presents a summary of the research work conducted by Ł ukowski and 
Adamczewski (2013) on SR polymer-cement concrete (PCC). The material model of the 
epoxy-cement composite without hardener is introduced. The material optimisation of the 
composite towards maximum SR ability is also given.

18.3.1 Epoxy-cement composites without hardener

PCC is a material in which the polymer forms a separate continuous phase as co-binder. 
The cross-linking of an epoxy resin in the environment of Portland cement paste can 
proceed, to the extent dependent on the accessibility of calcium hydroxide, without the 
presence of any hardener, which can make the production of epoxy-cement composites 
easier. This phenomenon can be used for the implementation of SR ability in concrete. 
At the polymer content of 20% in the whole binder, the degree of cross-linking of epoxy 
resin (when used without a hardener) is estimated to be about 50% (Butt et al. 1971). 
The excess of unhardened resin initially remains in the pores of the hardened cement 
paste. As the loadings occur, the resin is gradually released and fills the micro-cracks 
(see Figure 18.4).
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18.3.2 Method of investigation

A flowchart of the investigation of the SR capacity of epoxy-cement composites is shown 
in Figure 18.5. The samples are divided into two groups as shown in Figure 18.5. For the 
first group, the residual flexural strength is determined immediately after weakening. The 
second group is left for a certain period of time to allow the SR process to take place and 
subsequently the flexural strength is determined. At the same time, the flexural strength of 
the reference samples (not weakened, but instead cured in normal conditions) is determined 
as well.

18.3.3 Method of evaluation of self-repairing ability of concrete

A self-repair degree (SRD) is employed as a measure of SR efficiency. SRD is defined as the 
ratio of the increase in strength caused by SR (i.e. excluding the effect of the natural curing 
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epoxy resin

Figure 18.4   Self-repairing by modification of concrete using epoxy resin without hardener. (From Ł ukowski, 
P., and G. Adamczewski, Bull. Pol. Ac.: Tech. , 61(1), 195–200, 2013.)
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Figure 18.5   Scheme of investigation of self-repairing of epoxy-cement composites. (From Ł ukowski, P., and 
G. Adamczewski, Bull. Pol. Ac.: Tech. , 61(1), 195–200, 2013.)
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of specimens, C = B  – Dʹ  as shown in Figure 18.6) to the decrease in strength caused by con-
trolled weakening of the material (A):

 
SRD

C
A

B D
A

B D
A

( ) ( )
= = − ′

= − =
− − −

−
f f f f

f f
s r f

r  
(18.1)

in which the definition of f , f f  , f s   and f r   can be found in Figure 18.5; A denotes the strength 
degradation without SR; B denotes the increase of strength after SR; C is the increase of 
strength connected directly to SR; and D = Dʹ  denotes increase of strength connected to nor-
mal curing without SR. The definition of A, B, C, D and Dʹ  is clearly shown in Figure 18.6.

18.3.4 Results and discussions

In this study, an emulsion of epoxy resin was selected for SR tests. The introductory tests were 
first carried out using epoxy-cement mortars with constant binder (Portland cement + epoxy 
resin without a hardener) to sand ratio, equal to 1:3 by mass. Water to cement ratio was equal 
to 0.5. The water emulsion of epoxy resin was used, and therefore the water contained in the 
emulsion was counted as part of the mixing water. CEM I 42.5 R cement and standard sand 
according to PN-EN 196-1 were also used. The investigation was performed according to 
the procedure described in Section 18.3.2. The time of curing of the epoxy-cement mortars 
was 28 days in the conditions given in the European Standards. For SR, the specimens after 
weakening were left for another 28 days in laboratory conditions. According to Equation 
18.1, the values of SRD can be calculated and are shown in Figure 18.7.

The flexural strength of the epoxy-cement composite without a hardener is worse than 
that of unmodified mortar. The reason is, most likely, the presence of unhardened resin 
inside the material as well as the presence of emulsifiers in the water emulsion of epoxy 
resin. The emulsifiers hinder the effective use of water from the emulsion to the cement 
hydration. They may also disturb the catalytic cross-linking of the resin without a hardener. 
Nevertheless, the results of the introductory tests made it possible to conclude that there is 
such content of the epoxy resin which gives the maximum effect of SR. The next step was, 
therefore, the material optimisation of the epoxy-cement mortar towards the maximum SR 
degree.
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Figure 18.6   Evaluation of SR efficiency of epoxy-cement composite. (From Ł ukowski, P., and 
G. Adamczewski, Bull. Pol. Ac.: Tech. , 61(1), 195–200, 2013.)
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Epoxy-cement mortars with various content of epoxy modifier (polymer/cement ratio, p/c, 
ranging from 0.1 to 0.35), applied without a hardener, and various binder/aggregate ratios, 
b/a (from 0.33 to 0.60), were considered. The results of the testing, performed according to 
the statistical design of the experiment, are plotted in Figure 18.8. Optimisation procedures 
using the genetic algorithm and the neural network method were then employed for deter-
mining the material composition enabling the maximum effectiveness of SR. The optimum 
values of the variables were finally determined as p/copt  = 0.19 and b/aopt  = 0.34.

18.4 SELF-REPAIRING CONCRETE BEAMS

In this subsection, experimental studies carried out by Kuang and Ou (2008) on SR concrete 
beams using super-elastic SMA and fibres containing adhesives are briefly introduced.

0.15

0.10

0.05

0.00
0.00 0.10 0.20

Polymer/cement ratio

SR
D

0.30 0.40
–0.05

–0.10

–0.15

Figure 18.7   SRD of epoxy-cement mortars (without hardener). (From Ł ukowski, P., and G. Adamczewski, 
Bull. Pol. Ac.: Tech. , 61(1), 195–200, 2013.)
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18.4.1  SR system using super-elastic SMAs 
and adhesive-filled brittle fibres

Kuang and Ou (2008) built an SR concrete beam by embedding SMA wires and brittle 
fibres containing adhesives into concrete during fabrication. A schematic diagram of the SR 
concrete beam is shown in Figure 18.9. The brittle fibres were connected with a vessel by 
rubber pipes to ensure enough adhesive was provided for repairing cracks. As damage and 
cracks occurred, the fibres around the cracked areas ruptured. Once the mobile loads were 
removed, the deflections and deformations of the structural members were recovered with 
the aid of the super-elasticity of SMA wires. At the same time, the switch of the repairing 
vessel containing adhesives was turned on and the repairing adhesives flowed out from the 
broken-open fibres to fill/repair the cracks.

18.4.2 Experimental design

The specimens used in this experiment were reinforced normal concrete beams with a cross-
section of 100  ×  100 mm and a length of 400 mm. The main reinforcements were SMA 
wires (500 mm long and 2.0 mm in diameter in the tensile area). The diameter of the hoops 
was 3 mm and their pitch was 50 mm. There was no bond between the SMA wires and the 
concrete. Steel blocks were attached on both ends of the beam and the SMA wires were 
fixed in holes of the steel blocks through the frictional forces generated between the screws 
and the SMA wires. The following five specimens were tested: (L1): five main bars of SMA; 
(L2): two main bars of 4.0 mm diameter steel wires; (L3): seven main bars of SMA; (L4): five 
main bars of SMA and four adhesive-filled brittle fibres; (L5): seven main bars of SMA and 
four adhesive-filled brittle fibres. Four adhesive-filled glass fibres with a diameter of 6.0 mm 
and a thickness of 0.6 mm were distributed along the longitudinal axis below the neutral 
axis of the beam. A low viscosity epoxy adhesive served as the sealing/repairing chemical. 
The adhesive had a tensile strength of 25 MPa and a shear strength of 18 MPa. The concrete 
cover of the wires was 9 mm.

The specimens were tested at 28 days. A concentrated load was applied to the centre of the 
beam with a static deformation rate, in the direction orthogonal to the beam axis. The span 
of the beam was 350 mm by placing the centre of the bottom supports 25 mm away from the 
edges. The external load and the deflection at the centre of the specimen orthogonal to its 
axis were recorded. A crack scale was used to measure the crack widths at each peak loading 
and unloading point under loading cycles.

Clamp
Repairing fibre Repairing vessel

Rubber pipe

SMA wireSteel block

Figure 18.9   SR concrete beam. (From Kuang, Y.C. and J.P. Ou, Smart Mater. Struct. , 17(2), 025020, 2008.)
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18.4.3 Experimental results and analysis

18.4.3.1 Performance of SC concrete beams with SMA wires

Figure 18.10a and b shows the relationship between the load and the mid-span deflection 
of specimen L1 and specimen L2, respectively. It can be seen from Figure 18.10a that on 
unloading after incurring an extremely large deflection in the beam with SMA, the deflection 
recovered almost completely through the super-elasticity of the SMA wires. However, for 
specimen L2 reinforced with steel wires, the deflection barely recovered (see Figure 18.10b), 
as compared with specimen L1 with SMA wires.

From the tests of all the SMA-reinforced beams, it was observed that the deformation 
and the width of the crack or gap of the beams increased during loading, but the deflection 
recovered almost completely and the crack almost closed at unloading. It was also observed 
that increasing the number or areas of SMA wires could effectively increase the bearing 
capacity and stiffness. These results clearly indicate that the concrete beams reinforced with 
SMA as main bars added a self-restoration capacity to concrete beams. Unfortunately, the 
cracked concrete itself was not repaired in the SMA SR concrete; therefore, the cracks expe-
rienced reopening during reloading.

18.4.3.2  Performance of SC concrete beams with SMA 
wires and adhesive-filled fibres

Specimens L4 and L5 were reinforced with main bars of SMA and adhesive-filled brittle 
fibres. Two specimens were first loaded to a certain deformation until an obvious crack 
appeared near the mid-span of the specimens and the repairing fibres in the cracked areas 
ruptured. Subsequently, the loading was removed and the super-elasticity of the SMA wires 
recovered the deflections of the specimens. Meanwhile, the clamp was opened up and the 
adhesive flowed out from the broken-open fibres to fill or repair the cracks. Then, the test 
was stopped and 10 days were allowed between the first and the second tests. During this 
period, the adhesive was allowed time to set. After the predetermined time, testing resumed 
on the specimens, and all information was recorded. The relationship between the load and 
the mid-span deflection of specimen L4 is shown in Figures 18.11 as an example. It can be 
seen from Figure 18.11 that the trend of the deflection in the second test is similar to the first 
test. Moreover, the cracking load in the second test for specimen L4 increases by 28.6%. 
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Figure 18.10   Load vs. mid-span deflection during the tests: (a) specimen L1 and (b) specimen L2. (From 
Kuang, Y.C. and J.P. Ou, Smart Mater. Struct. , 17(2), 025020, 2008.)



642 Smart civil structures

Similar phenomenon can be found for specimen L5. These indicate that the strength of the 
cracked section is repaired and improved by the release of adhesive from the broken-open 
fibres into the crack.

18.5 SELF-REPAIRING STEEL JOINTS

This section gives a brief introduction of the research conducted by Kim et al. (2009) on SR 
bolted joints using SMA washers and the impedance-based SHM system.

18.5.1 Impedance-based SHM system

An impedance-based digital SHM system was developed by Kim et al. (2007). It excites a 
piezoelectric lead–zirconate–titanate (PZT) with a train of rectangular pulses instead of a 
sinusoidal signal and measures the phase of the response signal instead of the magnitude. 
The phase difference, specifically the time difference between the voltage and the current 
exerted on the structure, is measured by the digital SHM system.

The damage metric (DM) in this SHM system is defined as an absolute sum of difference 
(ASD) between the baseline profile and the phase profile of the structure under test (SUT) 
and is calculated by

 

DM ( ) ( )= −
=
∑ ϕ ϕbase SUT

w

w w
w

w

1

2

 

(18.2)

where:
 w    is the excitation frequency sweeping from the target frequency 

range from w 1  to w 2 
 φ base (w ) and φ SUT(w )  are the phase of baseline profile and the phase profile of the 

SUT, respectively

The DM is compared against a threshold value, which may be set based on field experi-
ence. If the DM is lower than the threshold value, the SUT is considered healthy. Otherwise, 
it is considered damaged.
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Figure 18.11   Mid-span deflection curve in specimen L4: (a) first testing and (b) second testing. (From Kuang, 
Y.C. and J.P. Ou, Smart Mater. Struct. , 17(2), 025020, 2008.)
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18.5.2 Self-repairing of loose bolted joints

Figure 18.12 shows a smart joint utilising an SMA washer as an actuator which is installed 
between a bolt and a nut. There are two possible heating methods for an SMA washer: 
resistive heating or the use of an external heater (Park et al. 2003; Peairs et al. 2004). The 
resistive heating treats an SMA ring as a solid wire and exploits the internal resistance of 
the SMA ring for heating. Using an external heater eliminates the need for large wires and 
unconventional power sources, but introduces new issues such as maintaining contact with 
a shrinking ring and increasing the possibility of uneven heating. These issues, however, can 
be addressed with an insulation silicon tape, which helps maintain contact with an SMA, 
preventing uneven heating. By taking these issues into account, an external heater with rela-
tively small power, 12.5 W, was selected (Kim et al. 2009).

18.5.3 Integrated impedance-based SHM and SR system

Figure 18.13 shows an overall SHM system architecture for the SR of a loose bolted joint. It 
comprises three functional blocks: an impedance-based SHM system, a heater power con-
troller with a battery and a structure equipped with an SR joint. The impedance-based SHM 
system is based on the TMS320F2812 Evaluation Module (EVM) from Texas Instruments. 
The heater power controller controls the delivery of power to the external heater attached 
to an SMA and consists of a buffer, a relay and a battery. The buffer implemented with two 
OP-amps turns on or off the relay, and the relay requires a minimum of 9 V and 18 mA to 
maintain the turn-on state. When the relay is turned on, the Li-ion battery supplies about 
12.5 W (or 10 V and 1.25 A) to drive the heater.

18.5.4 Experimental investigation and results

A picture of the setup of the integrated impedance-based SHM and SR system is given in 
Figure 18.14a. The test specimen was two identical aluminium beams bolted together with 
a smart joint. Each beam was 298 mm long, 50 mm wide and 3 mm thick. The two beams 
were connected by a 16.5 mm bolt with an overlap of 194 mm. A PZT sensor with size of 
27  ×  22 mm was attached to an aluminium bar and separated by 5 cm from the bolt. The 
outer layer of the metal bolt was an SMA washer with an inner diameter of 24.4 mm, an 

Figure 18.12   A smart joint. (From Kim, J.K. et al., A structural health monitoring system for self-repairing. 
In Proceedings of SPIE 7295, Health Monitoring of Structural and Biological Systems , 729512, San 
Diego, CA, 2009.)
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outer diameter of 26.7 mm and 9.7 mm long. A ceramic washer with a diameter of 34 mm 
was attached at each end of the SMA washer to reduce the thermal loss, followed by a 
steel plate washer. Finally, an external heater was wrapped around the SMA washer (see 
Figure 18.14b). The size of the flexible heater was 1  ×  7.6  ×  79 mm and was from Minco 
Products (model HR5208R6.4L12A).

Two different cases, that is, the bolt tightened with 25 N· m of torque and the bolt loos-
ened with 10 N· m of torque, were first considered for the determination of the sweeping 
frequency range. It was found that the impedance difference between the two cases is most 
significant in the frequency range from 6 to 10 kHz, which was set as the sweeping fre-
quency range for the subsequent experiments.

A baseline impedance profile in the frequency range of 6–8 kHz was obtained from the 
structure with the bolt tightened with 25 N· m of torque. Then, the bolt was loosened with 
10 N· m of torque. The aforementioned impedance-based SHM system detected the loosened 
bolt defect, and correspondingly the heater of the smart joint was turned on. The SMA 
washer was heated to above the critical temperature of 165° C for several minutes, while the 
system repeatedly performed the SHM operations during the heating up. Upon reaching the 
DM below the threshold value through gradual tightening of the bolt, the system turned off 
the heater and the loosened bolt was tightened. The threshold value was set simply to mul-
tiple times the variation of the impedance profiles obtained by eight experiments. However, 
a more sophisticated method based on field testing could find a better threshold value.

Figure 18.15a shows the impedance profiles of the baseline (tightened bolt) and of the 
loosened bolt. Some peaks of the baseline profile shift to lower frequencies as the bolt is 
loosened and some peaks disappear. When the loosened bolt is tightened again by heating 
the SMA washer, the profile of the bolt is almost restored to its baseline profile, as shown in 
Figure 18.15b. It can be concluded that the SHM system can detect bolted-joint loosening 
defects, and such defects can be repaired effectively without human intervention.

18.6  SELF-DIAGNOSIS AND SELF-REPAIRING 
ACTIVE TENSEGRITY STRUCTURES

This section briefly introduces a framework of how to integrate self-diagnosis, shape control 
and SR of a tensegrity structure for unknown events (Adam and Smith 2007).
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Figure 18.13   Overall system architecture. (From Kim, J.K. et al., A structural health monitoring system for 
self-repairing. In Proceedings of SPIE 7295, Health Monitoring of Structural and Biological Systems , 
729512, San Diego, California, USA, 2009. doi: 10.1117/12.816398.)



Synthesis of structural self-repairing and health monitoring 645

18.6.1 Description of an active tensegrity structure

For the sake of easy understanding, the configuration of an active tensegrity structure is 
first introduced. The structure is composed of five modules and rests on three supports (see 
Figure 18.16). It covers a surface area of 15 m2 , has a static height of 1.20 m and withstands 
a distributed dead load of 300 N/m2 . It is composed of 30 struts and 120 tendons. Struts are 
fibre-reinforced polymer tubes of 60 mm diameter and 703 mm2  cross section. Tendons are 
stainless steel cables of 6 mm in diameter. The structure is equipped with an active control 
system: 10 active struts allow for length adjustments and 3 displacement sensors measure 
vertical displacements at 3 nodes of the top surface edge. More detailed description can be 
found in Fest et al. (2004).

18.6.2 Self-diagnosis of active tensegrity structure

18.6.2.1 Three indicators for response changes

In this study, self-diagnosis involves identifying load positions and magnitudes in situations 
of partially defined applied loads, and damage location in situations of partially defined 
damage. Partially defined loading is a known type (e.g. single point load) but unknown 
magnitude and location. Partially defined damage is a known type (e.g. a broken cable) but 
unknown location. The response of the structure to a load and damage is measured and 
compared with the response of the structure to candidate solutions for load and damage. 
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Figure 18.14   Picture of the experiment setup: (a) picture of configurations and (b) the smart joint with 
external heater. (From Kim, J.K. et al., A structural health monitoring system for self-repairing. 
In Proceedings of SPIE 7295, Health Monitoring of Structural and Biological Systems , 729512, San 
Diego, CA, 2009.)



646 Smart civil structures

(b)

(a)
Frequency (kHz)

400

350

300

250

200

150

100

50

0
6.00 6.15 6.30 6.47 6.64 6.82 7.01 7.21 7.43 7.65 7.89

Frequency (kHz)

400

350

300

250

200

150

100

50

0
6.00 6.15 6.30 6.47 6.64 6.82 7.01 7.21 7.43 7.65 7.89

Baseline Curline

Figure 18.15   Profiles of the baseline and the loosened bolt before and after repair: (a) profiles of the baseline 
and the loosened bolt and (b) profiles after repairing the loosened bolt. (From Kim, J.K. et 
al., A structural health monitoring system for self-repairing. In Proceedings of SPIE 7295, Health 
Monitoring of Structural and Biological Systems , 729512, San Diego, CA, 2009.)

Figure 18.16   The active tensegrity structure used for tests. (From Adam, B. and I.F.C. Smith, J. Struct. Eng. , 
133, 1752–61, 2007.)
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Three indicators that reflect changes in structure response are used: (1) top surface slope 
deviation (TSSD), (2) transversal slope deviation (TSD) and (3) influence vector (v ) obtained 
from the top surface slope variations that are induced by each of the 10 active struts. A 
detailed definition of these three indicators can be found in Adam and Smith (2007).

18.6.2.2 Loading identification

The load identification involves magnitude evaluation and load location by using the afore-
mentioned three indicators. Loading is assumed to be single static vertical point loads in this 
study. They are applied one at a time on 1 of the 15 top surface nodes.

The following steps lead to load identification:
Step 1: TSSD is the first indicator. Load magnitudes are gradually increased until the rela-

tion shown in Equation 18.3 becomes true. Loads are incremented in steps of 50 N:

 
TSSD ( ) TSSD , , , ...; , , ...,c j m jQ j> = =( )Q 50 100 150 1 2 15

 
(18.3)

where subscripts c  and m  stand for calculated and measured values, respectively.
Step 2: TSD is selected as the second indicator. Candidate solutions that do not satisfy 

Equation 18.4 are rejected.
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Step 3: The influence vector (v ) is the third indicator. The candidate that satisfies Equation 
18.5 is taken to be the reference candidate:
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where:
 j  indicates the active strut
 ∆ S  is the top surface slope variation induced by active control perturbations

Practical applications of system identification include consideration of errors. An upper 
bound for the error on slope variations for one single active control perturbation has been 
observed to be e p   = 0.11 mm/100 m. Since 10 active control perturbations are applied by 
the 10 active struts, candidate solutions that satisfy Equation 18.6 are also taken to be load 
identification solutions.

 
v vref − ≤ ⋅c pe10

 
(18.6)

where subscript ‘ref’ is introduced to define the reference candidate. This process results in 
a set of candidate solutions.

Step 4: For each of these solutions, load magnitudes are modified to approach more closely 
measured TSSD with 10 N increments. Improved candidates create the load identification 
solution set. In this set, the distance between candidate solution responses and measurements 



648 Smart civil structures

is less than or equal to the maximum error between measurements and numerical simula-
tion. Load identification solutions are used as input to compute a control command for the 
shape control task.

18.6.2.3 Identification of damage location

In a way similar to the task of load identification, the TSSD and the influence vector are 
used as indicators for damage location. Damage is simulated by removing one cable from 
the structure. For damage location, a candidate is defined as the structure with one cable 
removed. The following steps are carried out:

Step 1: TSSD is the first indicator. Candidate solutions are retained in situations where 
Equation 18.7 is satisfied.

 
TSSD TSSDm c se− ≤

 
(18.7)

where the maximal error e s   = 96 mm/100 m is related to model inaccuracies.
Step 2: The influence vector (v ) is the second indicator. Active control perturbations are 

applied to the damaged structure. The candidate with the minimum Euclidian distance 
between its influence vector v c   and the influence vector of the damaged structure v m   is 
taken to be the reference candidate, according to Equation 18.5. Since precision errors are 
considered, other candidate solutions are taken to be damage location solutions. In situa-
tions where Equation 18.6 is satisfied for other candidate solutions, they are also taken to 
be candidate solutions. These solutions are used as input to compute a control command 
for SR.

18.6.3 Self-repairing of active tensegrity structure

In the situation of damage, safety becomes more important than serviceability. SR mea-
sures have priority. The safety objective involves stiffness increases and stress decreases 
with respect to the damage state. Since stiffness increase and stress decrease are conflict-
ing objectives, a multi-objective search method is attractive to compute control com-
mands that maximise safety. The multi-objective task in this example is summarised as 
follows:

 
Minimise x xstress stiffnessF F( ), ( ){ } (18.8)

 
Subject to no rupture no tension min mg g g gx x_ _ , ,, , , , ,x q x q x( ) ( ) ( ) aax x( )  

(18.9)

where:
 F stress (x )  is the objective function with respect to the force ratio of the 

most stressed element
 F stiffness (x )  is the objective function defined as the inverse of the global stiff-

ness indicator
 x  =  (x 1 , x 2 ,… , x 10 ) are the position of the 10 active struts
 g no_rupture (x , q )  is the inequality constraint function for preventing strut buck-

ling and cable rupture
 g no_tension (x , q ) is the constraint function for avoiding tension in struts
 g x  ,min (x ) and g x  ,max (x ) are used to bound active strut positions
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For a detailed description of the objective functions and constraints in this multi-objective 
process, refer to Adam and Smith (2007).

The presented methodology for computing SR control commands is based on Pareto fil-
tering in order to avoid the use of weight factors. Sets of Pareto optimal solutions are built 
according to the stiffness and the stress objectives. Moreover, since multi-objective search 
supports control command computing, one single solution has to be automatically selected. 
The slope objective is now of tertiary importance. Among sets of Pareto optimal solutions 
for stress and stiffness, solutions that exhibit the highest slope compensation are taken to be 
the solution for the SR control command.

18.6.4 Experimental investigation and results

Adam and Smith (2007) carried out experimental work on the full-scale active tensegrity 
structure as shown Figure 18.16. The load identification, shape control, damage location 
identification and SR of the structure are briefly introduced in the following subsections.

18.6.4.1 Load identification and shape control

The load identification methodology is experimentally tested for 11 loading situations. 
Here, due to the length limitation of this section, only the first loading case is given, that 
is, load applied at node 26 with the magnitude of −625 N. The results of load identification 
and shape control in this case are given in Table 18.1. The detailed results of other loading 
situations can be found in Adam and Smith (2007). For loading identification, it can be 
found that (1) the exact load magnitude and location may not be identified; (2) the distance 
between load identification solutions and reality is less than or equal to the error between 
measurements and numerical simulation, according to the indicators; and (3) the reference 
candidate is not always the one that is located at the same node as the applied load situa-
tion. Load identification solutions are used as input for control command computation to 
improve the shape control performance. Considering the 11 loadings situations, it is found 
that the average error of slope compensation is equal to 16.6% without load identification, 
and it is improved down to 9.4% when using load identification solutions to compute control 
commands.

18.6.4.2 Identification of damage location

Cable 128 was removed from the structure to simulate a damage situation. As described 
before, the determination of damage location involves two steps.

Table 18.1  Load identification and shape control results

Load situation Load identification solution Shape control 

Loaded node 

Load 
magnitude 

(N) 
Loaded 
node 

Load 
magnitude 

(N) e sc   (%) 
Sequence 

length (mm) 

26 −625 51 −540 17 17.1
— — 26 −470 11 18.1
— — 39 −190 2 18.1
— — 37 −290 5 20.3
— — 48 −280 6 13.2

Source: Adam, B. and I.F.C. Smith, J. Struct. Eng. , 133, 1752–61, 2007.



650 Smart civil structures

In Step 1, the top surface slope deviation, TSSDm  , is found to be −105 mm/100 m. 
According to Equation 18.7, three candidate solutions induce a TSSDc   that is close to such 
value, as shown in Table 18.2.

In Step 2, the influence vector (v ) serves as the second indicator. Slope variations, ∆ S c  , due 
to active control perturbations are numerically simulated on the three remaining candidate 
solutions: cables 42, 121 and 128 broken.

By comparing the measured slope variations, ∆ S m  , with the calculated ∆ S c   obtained from 
Step 2, it is found that the Euclidian distance is least for Candidate 3, cable 128 broken 
with a value of 12.6 mm/100 m. It is taken to be the reference candidate. According to 
Equation 18.6, no other candidate solution is accepted since the Euclidian distance is equal 
to 20.3 mm/100 m and 14.9 mm/100 m for Candidate 1 (cable 43 broken) and Candidate 
2 (cable 121 broken).

18.6.4.3 Self-repairing

As described earlier, SR involves increasing stiffness and decreasing stresses with respect 
to the damage state. Examine the self-repair process when cable 128 is removed from the 
structure. The damage location solution is exact in this situation. Figure 18.17 illustrates the 
global stiffness indicator and the force ratio evolution during damage and SR. The follow-
ing observations are of interest: (1) the possibility of controlling objectives such as stiffness 
and stress by modifying the self-stress state of an active tensegrity structure is demonstrated 
and (2) the topology of the tensegrity structure in this study allows for redundant load-path 
behaviour for some types of damage.

Table 18.2  Candidate solutions that induce TSSDc   close to TSSDm  

Candidate Broken cable TSSD c   (mm/100 m) 

1 42 −122
2 121 −102
3 128 −102

Source: Adam, B. and I.F.C. Smith, J. Struct. Eng. , 133, 1752–61, 2007.
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Figure 18.17   SR of damaged cable 128: (a) global stiffness indicator and (b) highest tension. (From Adam, B. 
and I.F.C. Smith, J. Struct. Eng. , 133, 1752–61, 2007.)
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NOTATION

A Strength degradation without SR
B The increase of strength after SR
C The increase of strength connected directly to SR
D, Dʹ  The increase of strength connected to normal curing without SR
DM Damage metric
e p   Upper bound for the error on slope variations for one single active con-

trol perturbation
e s   The maximal error related to model inaccuracies
f f   Final flexural strength
f r   Residual flexural strength
f s   Flexural strength after SR
F  Flexural strength
F stiffness (x ) Objective function defined as the inverse of the global stiffness indicator
F stress (x ) Objective function with respect to the force ratio of the most stressed 

element
g no_rupture (x , q ) Inequality constraint function for preventing strut buckling and cable 

rupture
g no_tension (x , q ) Constraint function for avoiding tension in struts
g x  ,min (x ), g x  ,max (x ) The minimum and maximum constraint functions used to bound active 

strut positions, respectively
SRD Self-repair degree
TSDc  , TSDm   The calculated and measured transversal slope deviation, respectively
TSSDc  , TSSDm   The calculated and measured top surface slope deviation, respectively
v c  , v m   The calculated and measured influence vector, respectively
W  Excitation frequency sweeping from the target frequency range from w 1  

to w 2 
X  The position vector of the 10 active struts
∆ S c  , ∆ S m   The calculated and measured top surface slope variation, respectively
φ base (w ), φ SUT(w ) The phase of baseline profile and the phase profile of the structure under 

test, respectively
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Chapter 19

Synthesis of structural life-cycle 
management and health monitoring

19.1 PREVIEW

An ideal smart civil structure is expected to possess self-sensing, self-adaptive, self-diagnostic, 
self-repairing and self-powered functions to confidently preserve the functionality, safety 
and integrity of the structures in various environmental conditions, as discussed in Chapter 
1. Civil structures with one or more of the aforementioned functions have been introduced 
in Chapters 12–18, but none of them possesses all of these smart functions. The life-cycle 
management (LCM) of the ideal smart civil structures defined in Chapter 1 has therefore 
not been explored to date, although the LCM of ordinary civil structures has been actively 
investigated and implemented. However, the LCM of ordinary civil structures is subject to 
many uncertainties, and the reliability of existing LCM is difficult to quantify. This chapter 
therefore explores how to integrate structural health monitoring (SHM) technology with the 
LCM of civil structures. The concept of SHM-based LCM of civil structures is first intro-
duced. Some preliminary works by the first author and his research team are then presented 
by taking the Tsing Ma suspension bridge in Hong Kong as an example.

19.2  CONCEPT OF SHM-BASED LIFE-CYCLE 
MANAGEMENT OF CIVIL STRUCTURES

Owing to the problem of a large stock of ageing infrastructure built 40 or 50 years ago in 
some countries and the limited availability of funding for its maintenance and repair, the 
LCM of civil structures has gained increasing attention over the last decade. The LCM of 
civil structures often requires a balance of both the structural performance and the total 
cost accrued over its entire life cycle. Although significant progress has been made in this 
field (e.g. Frangopol et al. 2004; Frangopol and Messervey 2008; Frangopol 2011), the cur-
rent LCM of civil structures is subject to many uncertainties. These uncertainties can be 
classified into two broad categories: aleatory uncertainties, which describe the inherent ran-
domness of phenomenon being observed, and epistemic uncertainties, which describe the 
errors associated with imperfect models of reality due to insufficient and inaccurate knowl-
edge (Ang and Tang 2007). Because of these uncertainties, the reliability of current LCM 
is difficult to assess. SHM technology is based on a comprehensive sensory system and a 
sophisticated data processing system implemented with advanced information technology 
and supported by cultivated computer algorithms. This technology allows actual loading 
conditions to be monitored, various types of structural responses to be measured, and dete-
rioration and damage to be identified, as demonstrated in previous chapters. SHM technol-
ogy can thus provide a promising means and solid foundation for tackling the challenging 
issues in the LCM of civil structures.
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The general components of an SHM-based LCM framework and their relationships are 
depicted in Figure 19.1. The framework involves seven major tasks: (1) to integrate multi-
scale finite element (FE) modelling and model updating with stress analysis for predicting 
both global and local structural responses to external loadings, dynamic characteristics 
and responses measured by the SHM system; (2) to determine the optimal placement of 
multi-type sensors for the best global and local response reconstruction of civil struc-
tures, with the input of structural responses measured by the SHM system; (3) to assess 
the current health status of the structures based on previous loading histories and using 
the SHM-based damage detection method; (4) to perform proper inspection, maintenance 
and repair work on the basis of the evaluated structural health states; (5) to develop load-
ing models based on incessant field measurement data from the SHM system so that previ-
ous loading histories can be analysed and future loadings can be forecast; (6) to conduct 
damage prognosis and predict the remaining service life of the civil structures; and (7) to 
develop LCM strategies for making optimal decisions under multiple objectives and vari-
ous constraints.

Multi-scale model of
civil structure 

LCM

Prototype
civil structure

SHM

SHM system

Structural dynamic
characteristics

Loading and
enviromental

measurements

Global and local
structural responses at

sensor locations
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Life-cycle
management
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Damage detection and
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current state

Figure 19.1   General components of an SHM-based LCM framework.



Synthesis of structural life-cycle management and health monitoring 659

For the purpose of better understanding the proposed SHM-based LCM framework, the 
aforementioned seven major tasks are further discussed in the following subsections with 
reference to the Tsing Ma suspension bridge in Hong Kong. Some relevant works by the first 
author and his research team are then given in Sections 19.3 through 19.8.

19.2.1 Multi-scale modelling and model updating

Multi-scale modelling and model updating techniques have been introduced in Chapters 6 
and 7 in detail. Taking a long-span bridge as an example, a finite element model (FEM) of 
the bridge at stress level is often required to conduct a fatigue damage prognosis (FDP) and 
evaluate the structural performance at the critical locations. However, modelling all of the 
structural components and joints of the bridge at the micro-scale level would be impractical 
due to the huge size and complexity of the structural system. Only critical areas vulnerable 
to stress concentration, yielding, fracture, fatigue, deterioration and other local damage 
should be modelled in detail. Therefore, the degree of multi-scale modelling of the bridge 
should be considered in conjunction with the critical areas identified and the computational 
demands of the stress analysis method. Moreover, the multi-scale FE model of a bridge 
should be based not only on modal data but also on stress data to ensure confidence in both 
global and local simulated responses.

In this regard, the basic steps that must be taken to integrate the multi-scale modelling 
and model updating with stress analysis of a long-span bridge are as follows: (1) the estab-
lishment of a consistent three-dimensional (3D) global FEM for the bridge – a linear elastic 
model; (2) the determination of critical components and locations where local damage may 
occur through a dynamic analysis of the global bridge model under combined traffic and 
wind loadings; (3) the development of micro-scale local models of the critical components, 
including material and geometric nonlinearities; (4) the incorporation of the local mod-
els into the global model using the sub-structuring technique and the interface coupling 
method with local geometric and material nonlinearities considered; (5) the model updat-
ing of the established multi-scale model using a hierarchic optimisation technique based on 
measured natural frequencies, displacement influence lines, stress influence lines and others; 
and (6) the performance of an efficient stress analysis based on the multi-scale model of the 
bridge under combined traffic and wind loadings.

19.2.2 Multi-type sensor placements for response reconstruction

The optimal placement of global sensors (e.g. accelerometers) and local sensors (e.g. strain 
gauges) for the SHM-based LCM of a long-span bridge is a challenging task. Economic 
factors that would limit the number of sensors must be considered. The limited number of 
global and local sensors must be judiciously placed on the global structure and local details 
of the bridge will provide adequate information for the LCM of the entire bridge. However, 
considering the bridge’s huge size and the limited number of sensors, not all of the critical 
locations can be directly monitored and the use of measurement data alone may not provide 
sufficient information for the LCM of the entire bridge. An effective and practical approach 
should be developed for the optimal placement of multi-type sensors that can integrate 
global and local responses. In this regard, the first step is to perform an eigenvalue analysis 
of the multi-scale model of the bridge to determine its 3D global and local dynamic charac-
teristics. The next step is to select the global and local modes that significantly contribute 
to the relevant global and local responses of the bridge. Finally, the number and location 
of the global and local sensors should be determined to minimise the estimation errors of 
both global and local responses at all critical locations. Unlike the conventional placement 
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technique, in which the spatial configurations of the global and local sensors are usually 
designed in two separate and distinct processes, the approach here shall simultaneously 
optimise the number and location of both global and local sensors to fuse their limited mea-
surements and give the best estimation of the global and local responses at all of the bridge’s 
critical locations. As a result, the current state of the bridge damage can be estimated using 
the previously measured structural response time histories and the response reconstruction 
method. The existing SHM may need to be updated to accommodate the number and loca-
tions of multi-type sensors selected from this exercise. A detailed description of multi-type 
sensor placement and its application to the scaled Tsing Ma Bridge model can be found in 
Chapter 8.

19.2.3 Structural damage detection and health assessment

In a successful SHM-based LCM system, knowledge of the current status of the bridge 
structure is required for the managers to make optimal decisions on inspection, mainte-
nance or repair schedules with the aim of ensuring its serviceability and safety. With infor-
mation from the SHM system and a variety of the structural damage detection methods 
introduced in Chapter 12, the current health status of the bridge structure can be assessed 
appropriately.

Let us take fatigue damage as an example. Given the loading and structural response 
time histories, the current state of the bridge can be estimated based on the established 
multi-scale model of the bridge and the response reconstruction method, with reference to 
the initial state of the bridge when it is open to the public. A fatigue analysis of the bridge 
may be performed at this stage. There are two models which can be used for fatigue analy-
sis: the linear damage accumulation model and the continuum damage mechanics model. 
The linear damage accumulation model is widely used to analyse the fatigue of steel bridges 
under traffic loading. Because wind loading on a bridge varies in an essentially random 
manner, fatigue analysis under wind loading can be performed either by a fully probabilistic 
approach with a closed-form solution or by a partial probabilistic approach involving deter-
ministic cycle counting algorithms in the time domain.

If any symptom of potential damage is tracked through fatigue analysis, multi-scale 
damage detection methods incorporating multi-type sensors and the response reconstruc-
tion method can be further used to identify the locations and extent of structural damage 
(see Chapter 12). For example, a radial basis function (RBF) network can be adopted to 
estimate the strain and displacement mode shapes of the structure at the unmeasured loca-
tions based on the structural responses measured by the multi-type sensors. The natural 
frequencies and mode shapes given by the RBF network can then be used for response 
reconstruction. The reconstructed multi-type responses are finally fused and utilised in the 
response sensitivity-based FE model updating to identify the actual damage location and 
extent. Sparsity regulation, or specifically �1 norm regularisation, may be used to handle the 
ill-posedness  problem in the response sensitivity-based FE model updating.

19.2.4 Inspection, maintenance and repair

To ensure the serviceability and safety of long-span suspension bridges, bridge rating systems 
are often adopted by bridge management authorities as guidance in determining the time 
intervals for inspection and the actions to be taken in the event of defects or damage being 
identified. In terms of finding desirable solutions, regular bridge inspection is one of the most 
important programs for the maintenance of satisfactory infrastructure performance from a 
long-term economic point of view. Nevertheless, most of the currently used rating methods 
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for long-span suspension bridges are based on practical experience with some engineering 
analyses. There is an insufficient link between the bridge rating method and SHM technol-
ogy to fulfil common goals. It is therefore necessary to develop the SHM-based bridge rating 
method for the inspection of long-span suspension bridges.

The SHM-based bridge rating method will be introduced in Section 19.8 of this chapter. 
The fuzzy-based analytic hierarchy approach (F-AHP) is employed, and a hierarchical struc-
ture for the synthetic rating of each structural component of a bridge is proposed. Criticality 
and vulnerability analyses are performed largely based on field measurement data from 
SHM systems so as to offer a relatively accurate condition evaluation of the bridges and 
to reduce uncertainties involved in the existing rating method. Procedures for determining 
relative weights and fuzzy synthetic ratings for both criticality and vulnerability are then 
suggested. The fuzzy synthetic decisions for inspection are made in consideration of the syn-
thetic ratings of all structural components. Finally, the SHM-based bridge rating method is 
applied to the Tsing Ma suspension bridge as a case study.

After an inspection following SHM-based rating results, bridge management authorities 
may take certain maintenance measures, including preventative and corrective procedures 
(NYDOT 1997). Planned preventative procedures at appropriate regular intervals can signif-
icantly reduce the rate of deterioration of critical bridge elements. Cyclical preventative main-
tenance procedures include cleaning, sealing cracks, sealing the concrete deck and concrete 
substructures, replacing the asphalt wearing surface, lubricating bearings and painting steel. 
Corrective procedures are performed to remedy existing problems. These mainly include 
repairing the asphalt wearing surface, repairing the concrete deck, repairing or replacing 
joints, repairing or replacing concrete substructures and repairing erosion or scour.

19.2.5 Estimation of future loadings

When the current health status of the bridge is clear after inspection or maintenance works, 
the future loadings which will act on the bridge should be predicted so that the potential 
damage accumulation due to future loadings can be predicted using multi-scale model-
based stress analysis methods. In principle, future loadings can be forecast based on an 
analysis of previous loading histories using various data-driven time-series prediction mod-
elling techniques (Box et al. 2008). However, because uncertainties exist in different types 
of loadings (e.g. railway, highway and wind), probabilistic models shall be established for 
each individual loading based on data acquired by the SHM system. Then, using proba-
bilistic loading models, the dominant loading parameters can be generated using Monte 
Carlo simulations (MCS), and stochastic stress responses induced by traffic and wind load-
ings can be calculated in terms of the multi-scale model and the stress analysis method. 
For example, the gross train weight (GTW), gross vehicle weight (GVW) and mean wind 
speed and direction can be selected as the dominant loading parameters. For wind load-
ing, probabilistic models of typhoon and monsoon winds should be established separately. 
As uncertainties also exist in random combinations of multiple loadings, it is necessary to 
calculate multiple load-induced stochastic stress responses. Furthermore, in the prediction 
of future traffic loading, traffic growth plans shall be taken into consideration in future 
traffic loading simulations.

19.2.6 Damage prognosis and remaining life

Damage prognosis aims to forecast system performance by assessing the current damage 
state of a system, estimating its future loading environments and predicting through simula-
tion and past experience its remaining useful life (Farrar and Lieven 2007).
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Let us take one typical damage prognosis problem, fatigue damage prognosis (FDP) for 
long-span bridges, as an example. Having estimated the current state of the bridge’s fatigue 
damage under combined traffic and wind loadings, stress characteristics (e.g. the number of 
cycles and the stress range) can be identified from the stress response time histories obtained 
by either direct measurements or the response reconstruction method. Hot spots of fatigue 
damage can then be located based on the stress characteristics identified. From the stress 
characteristics of the hot spots, fatigue damage accumulation can be evaluated using either 
the linear damage accumulation model or the continuum damage mechanics (CDM) model. 
In the CDM-based fatigue damage model, fatigue crack initiation and growth can be esti-
mated in micro-scale, and the fatigue damage rate at each hot spot generated by one block 
of stress cycles can be naturally extended to estimate fatigue damage accumulation over any 
period. The following step is to predict the bridge’s fatigue damage (remaining life) due to 
future fatigue loadings. Future loading within a given period can be simulated using future 
fatigue loading models. The stress time histories at the hot spots due to future fatigue load-
ing can be computed using the multi-scale model and the stress analysis method with the 
input of the simulated future fatigue loadings. Based on the computed stress time histories, 
the stress characteristics at the hot spots due to future fatigue loading can be calculated 
and a fatigue damage prediction can be given in terms of the known current state of fatigue 
damage and the fatigue damage accumulation model. This evolutionary procedure can be 
repeated to update the fatigue damage in different periods. Because the loading models 
can be updated continuously using real-time measurement data, this asymptotic framework 
makes the fatigue life and reliability analyses increasingly accurate and reliable when addi-
tional measurement data from the SHM system are included in the analysis.

19.2.7 Life-cycle management strategies

Life-cycle cost and structural performance are two basic but conflicting aspects required 
for serious consideration in the LCM of bridges. A life-cycle cost consists of not only the 
initial design and construction costs, but also those due to operation, inspection, main-
tenance, repair and damage during a specified lifetime (Frangopol and Messervey 2007). 
Structural performance can be reflected mainly in terms of functionality, safety, durability 
and reliability. LCM strategies are urgently needed for structure managers with limited 
budgets to cost-effectively find desirable solutions to maintaining satisfactory infrastructure 
performance by optimally balancing long-term structural performance and life-cycle cost. 
Multi-objective optimisation techniques along with supplementary information, such as the 
cost of interventions, the status of structures and the effect of maintenance on structural 
performance, are thus employed to find the optimum inspection/maintenance types and 
application times.

It should be noted that uncertainties inevitably exist in structural models, response mea-
surements, loading phenomena, deterioration mechanisms and surrounding environments. 
Probability-based concepts and methods provide a rational and more scientific basis for 
treating uncertainties and thus are usually employed in LCM analysis. A number of proba-
bilistic models for maintaining and optimising the life-cycle performance of deteriorating 
structures have been developed, with each model being roughly divided into two parts: a 
deterioration model and a decision model (Frangopol et al. 2004). The deterioration model 
is used to approximate and predict the actual process of ageing in condition or in reliability. 
The decision model uses the deterioration model to determine the optimal times of inspec-
tion and maintenance with the ultimate goal of structural performance maximisation and 
life-cycle cost minimisation. Recently, Boller et al. (2015) introduced a damage tolerance 
approach used in aviation and attempted to explore the possibility of applying this concept 
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to ageing civil infrastructures. Examples of the LCM of aged steel infrastructures were given 
in their studies, but significant challenges were encountered in their application to non-
metallic structures; for example, neither a quantifiable degree of damage nor a description 
of damage accumulation so far exists for concrete structures. Further effort is required for 
the development of this concept in civil engineering together with a deep investigation of 
damage accumulation mechanisms in concrete structures.

It can be seen from the preceding discussion that the successful implementation of an 
entire SHM-based LCM framework is quite complicated and challenging, and many tech-
niques and disciplines are involved in this framework. Although not all the aforementioned 
seven tasks of the framework have been completed, in a systematic way, some relevant works 
by the first author and his research team are presented in the following sections with refer-
ence to the Tsing Ma suspension bridge in Hong Kong.

19.3  FINITE ELEMENT MODEL AND MODEL 
UPDATING OF TSING MA BRIDGE

19.3.1 Tsing Ma Bridge

The Tsing Ma Bridge in Hong Kong is the longest suspension bridge in the world carry-
ing both highway and railway. The Tsing Ma Bridge is also located in one of the most 
active typhoon-prone regions in the world. It has an overall length of 2132 m and a main 
span of 1377 m between the Tsing Yi tower in the east and the Ma Wan tower in the 
west (see Figure 19.2). The height of the two reinforced concrete towers is 203 m. The 
two main cables are 1.1 m in diameter and 36 m apart in the north and south and are 
accommodated by four saddles located at the top of the tower legs. The bridge deck is a 
hybrid steel structure consisting of Vierendeel cross frames supported on two longitudi-
nal trusses acting compositely with stiffened steel plates. The bridge deck carries a dual 
three-lane highway on the upper level of the deck and two railway tracks and two car-
riageways on the lower level within the bridge deck. Further information on the bridge 
can be found in Xu et al. (1997).

19.3.2 Finite element model

Modelling work is executed using the commercial software packages MSC/PATRAN as a 
model builder and MSC/NASTRAN as an FE solver. The work is based on the previous 
model developed by Wong (2002), with the following principles: (1) model geometry should 
accurately represent actual geometry; (2) one analytical member should represent one real 
member; (3) stiffness and mass should be simulated and quantified properly; (4) boundary 
and continuity conditions should accurately represent reality; and (5) the model should be 
detailed enough at both the global and local levels to facilitate subsequent model updating 
methods. It may be worthwhile to mention that the FEM presented here was built some time 
ago. It is not a truly multi-scale model, as discussed in Chapter 6, but it can serve a purpose, 
except for the joints of structural components.

The deck is a hybrid steel structure consisting of Vierendeel cross frames supported on 
two longitudinal trusses acting compositely with stiffened steel plates that carry the upper 
and lower highways. The bridge deck at the main span is a suspended deck and the struc-
tural configuration is typical for every 18 m segment. Figure 19.3a illustrates a typical 18 m 
suspended deck module consisting of mainly longitudinal trusses, cross frames, highway 
decks, railway tracks and bracings. The upper and lower chords of the longitudinal trusses 
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are of box section, while the vertical and diagonal members of the longitudinal trusses are 
of I section. They are all modelled by 12 degrees of freedom (DOFs) beam elements (named 
CBAR in the software) based on the principle of one element for one member. The upper 
and lower chords of the cross frames are predominantly of T section, except for some seg-
ments with I section for the cross-bracing systems. The inner struts, outer struts and upper 
and lower inclined edge members of the cross frames all are of I section. All members in the 
cross frames are modelled as CBAR elements with actual section properties, except for the 
edge members, which are assigned a large elastic modulus and significantly small density to 
reflect the real situation, where the joint is heavily stiffened for the connection with the sus-
pender. All the members in the cross bracings are of box section while all the members in 
the sway bracings are of circular hollow section. These members all are modelled as CBAR 
elements with actual section properties. Each railway track is modelled as an equivalent 
beam modelled by special 14-DOF beam elements (named CBEAM in the software), which 
are similar to the CBAR elements but with additional properties such as a variable cross 
section, shear centre offset from the neutral axis, wrap coefficient and others. The railway 
tracks are meshed every 4.5 m according to the interval of the adjacent cross frames. The 
modulus of elasticity, the density and Poisson’s ratio for all members, except for the edge 
members, are taken as 2.05  ×  1011  N/m2 , 8500 kg/m3  and 0.3, respectively. Deck plates 
and deck troughs comprise orthotropic decks, and the accurate modelling of stiffened deck 
plates is complicated. To keep the problem manageable, two-dimensional anisotropic quad-
rilateral plate-bending elements (named CQUAD4 in the software) are employed to model 
the stiffened deck plates. The equivalent section properties of the elements are estimated 
roughly by a static analysis and the material properties of steel are used first but updated 
subsequently. The connections between the deck plates and the chords of the cross frames 
and the longitudinal trusses involve the use of a multi-point connection (MPC). Neutral 
axes for the connections between the components are properly offset to maintain the origi-
nal configuration. In the modelling of the typical 18 m deck module in question, a total of 
130 nodes with 172 CBAR elements, 16 CBEAM elements, 24 CQUAD4 elements and 50 
MPCs are used. A skeleton view of the 3D FEM of the 18 m deck module is shown in Figure 
19.3b. The deck modules at the Ma Wan tower, at the Ma Wan approach span, at the Tsing 
Yi tower and at the Tsing Yi approach span are constructed using the same principle as the 
deck module at the main span while taking into consideration the differences in the shape 
and size of cross frames, longitudinal trusses and other members.

(a) (b) 

Longitudinal truss

Plane bracing system

Stiffened plate

Steel cladding

Intermediate cross frame

Main cross frame
Railway track Z

Y
X

Z

Y
X

Figure 19.3   A typical 18 m deck section at the main span: (a) an isometric view, (b) FEM.  
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The Ma Wan tower and the Tsing Yi tower are reinforced concrete structures, and each 
tower consists of two reinforced concrete legs which are linked by four reinforced-concrete 
portal beams. The bridge towers are represented by multi-level portal frames in this study. 
The tower legs are modelled using CBAR elements. The tower leg from its foundation to the 
deck level is meshed with the element for a length of 5 m. At the deck level, the tower leg 
is meshed according to the positions of the lateral bearings. Though the dimension of the 
cross section of the tower leg varies from its bottom to its top, the geometric properties of 
the beam element are assumed to be constant along its axis, with an average value based on 
the design drawings. The four portal beams of either tower are also modelled using CBAR 
elements but with different geometric properties for each section. The deck-level portal 
beam of each tower is divided at the four particular positions, which correspond to the four 
vertical bearings between the bridge deck and the tower. The mass density, the Poisson’s 
ratio and the modulus of elasticity of reinforced concrete for the towers are estimated to be 
2500 kg/m3 , 0.2 and 3.4  ×  1010  N/m2 , respectively.

The two side spans on the Ma Wan side and Tsing Yi side are supported by two and three 
piers, respectively. All supporting piers in the side spans are reinforced concrete structures. 
Piers M1, T2 and T3 are similarly modelled as a portal frame using CBAR elements. Pier 
M2 is also modelled as a portal frame using 12 CBAR elements, in which the upper portal 
beam is meshed according to the four vertical bearing positions. The wall panel of pier T1 
is represented by an equivalent portal frame with 25 CBAR elements. The mass density, the 
Poisson’s ratio and the modulus of elasticity of reinforced concrete for the piers are taken as 
2500 kg/m3 , 0.2 and 3.4  ×  1010  N/m2 , respectively.

The cable system is the major system supporting the bridge deck. The cable system con-
sists of two main cables, 95 pairs of suspender units and 95 pairs of cable bands. CBEAM 
elements are used to model the main cables. The cable between the adjacent suspender units 
is modelled by one beam element of a circular cross section. The DOFs for the rotational 
displacements of each beam element are released at both ends because the cable is considered 
to be capable of resisting tensile force only. The cables in the main span are modelled by 77 
beam elements, while 26 and 8 elements are used to model one cable on the Ma Wan side 
span and on the Tsing Yi side span, respectively. Each suspender unit is modelled by one 
CBEAM element to represent the four strands. A total of 190 elements are used to model 
all the suspender units. Since the stress distribution around the connection between the 
main cable and suspenders is not concerned in this chapter, the modelling of cable bands is 
ignored in the global bridge model. The connections between the main cables and suspend-
ers are achieved by simply sharing their common nodes. To model the cable system, the 
geometry of the cable profile should be determined. The geometric modelling of the two 
parallel main cables follows the profiles of the cables under the dead load at a temperature 
of 23º C based on information from the design drawings. The horizontal tension in the 
main cable from pier M2 to the Ma Wan anchorage is 400,013 kN, but it is 405,838 kN 
in the other parts of the main cable. The tension forces in the suspenders on the Ma Wan 
side span are taken as 2610 kN, but they are 4060 kN in the other suspenders. The mass 
densities for both cables and suspenders are taken as 8200 kg/m3 . The area of cross section 
is 0.759 m2  for the main cables and 0.018 m2  for the suspenders. The modulus of elasticity 
is greatly influenced by the tension in the main cables and suspenders, which is estimated as 
1.95  ×  1011  N/m2  and 1.34  ×  1011  N/m2 , respectively, at a design temperature of 23˚ C, and 
will be updated subsequently.

By integrating the bridge components with the proper modelling of the connections and 
boundary conditions, the entire global bridge model is established as shown in Figure 19.4. 
The establishment of this global bridge model involves 12,898 nodes, 21,946 elements 
(2,906 plate elements and 19,040 beam elements) and 4,788 MPCs.
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19.3.3 Model updating

Although the geometric features and supports of the bridge deck are modelled in great detail 
in the established 3D FEM of the Tsing Ma Bridge as mentioned before, modelling discrep-
ancies in the as-built bridge still exist. The discrepancies mainly come from four sources: (1) 
the simplified modelling of stiffened plates, (2) uncertainties in pavement mass and others, 
(3) uncertainties in the stiffness of bearings and (4) the assumption of rigid connections. 
Model updating is therefore necessary. From a theoretical viewpoint, both natural frequen-
cies and mode shapes can be used for their objective functions in model updating. However, 
including mode shapes in model updating requires a lot of computational resources, because 
calculating the sensitivity of mode shapes with respect to structural parameters is very time-
consuming. Moreover, the measured mode shapes are often less accurate than the measured 
natural frequencies in practice. This is particularly true for the Tsing Ma Bridge because 
there are only are 25 measurement points in the mode shape. Therefore, only the first 18 
natural frequencies are used here, and the mode shapes are used for matching modes only 
via the modal assurance criterion (MAC).

It is assumed that the discrepancies due to the preceding sources can be minimised by 
updating the material properties of the relevant components of the bridge model. Table 19.1 
lists the material properties selected for updating. They include mass densities M p  1  and M p  2 , 
elastic moduli E x  1 , E y  1 , E x  2  and E y  2 , and shear moduli G xy  1  and G xy  2  for the upper and 
bottom stiffened plates, respectively. By updating mass density M d   for all the beam elements 
of the bridge deck and mass density M c   for all the cable elements, the masses of pavement 
and other accessories could be included in the bridge model. Finally, elastic moduli E h   for 
horizontal bearings and E v   for vertical bearings are updated to overcome uncertainties in 
the stiffness of bearings. Furthermore, the lower and upper bounds for the mass densities 
are set to avoid physically meaningless updated results and impossible updated parameter 
values. The variations of mass densities are set as 20% of the initial values.

To reflect the relative importance of the measured data, the weight coefficients are set as 
10 for the first two lateral modes (nos. 1 and 4), the first two vertical modes (nos. 2 and 3), 
the first two torsional modes (nos. 11 and 14) and as 1 for all other modes.

The initial and updated values of the selected parameters are listed in Table 19.1. It can 
be seen that the elastic moduli of plate-bending elements in the y  direction and their shear 
moduli have significant changes. The major reason for the change is that the initial values 
of the elastic moduli of the plate elements are selected based on an isometric assumption, 
but they are not in the actual stiffened plates. It can also be seen that given the pavement 
mass and others, the mass densities of both cables and deck elements increase. Furthermore, 
the initial values for the stiffness of bearings are too small and the updated values increase 
significantly.

Z
Y

X

Figure 19.4   Three-dimensional FEM of the Tsing Ma Bridge.
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The natural frequencies and MAC values computed from the updated FEM are listed 
in Table 19.2. The discrepancies between the computed natural frequencies and the mea-
sured ones after model updating are reduced significantly. The largest difference in the 
measured and calculated natural frequency is 11.9% compared with 23.8% in the initial 
FEM. The average difference in the natural frequencies is 4% for the updated model com-
pared with 9% in the initial model. However, the MAC values have not been improved 
because the mode shapes are not included in the objective function. More details of health 
monitoring–oriented FEM and model updating can be found in Zhang et al. (2007) and 
Liu et al. (2009).

Table 19.2  Comparison of the measured and calculated modal parameters after updating

Mode no. Measurement (Hz) Calculation (Hz) Difference (%) MAC 

1 (L1) 0.069 0.069 0.0 0.84
2 (V1) 0.113 0.122 8.0 0.82
3 (V2) 0.139 0.147 5.8 0.90
4 (L2) 0.164 0.160 −2.4 0.89
5 (V3) 0.184 0.198 7.6 0.87
6 (L3) 0.214 0.222 3.7 0.87
7 (L4) 0.226 0.231 2.2 0.87
8 (L5) 0.236 0.233 −1.3 0.56
9 (L6) 0.240 0.243 1.3 0.57
10 (V4) 0.241 0.250 3.7 0.87
11 (T1) 0.267 0.258 −3.4 0.93
12 (V5) 0.284 0.283 −0.4 0.84
13 (L7) 0.297 0.300 1.0 0.77
14 (T2) 0.320 0.282 −11.9 0.78
15 (V6) 0.327 0.340 4.0 0.78
16 (L8) 0.336 0.336 0.0 0.85
17 (L9) 0.352 0.327 −7.1 0.98
18 (L10) 0.381 0.350 −8.1 0.90

Table 19.1  Selected parameters for model updating

Component Description Parameter Initial value Updated value 

Anisometric upper stiffened plates Mass density (kg/m3 ) M p  1 8500 9304
Elastic modulus in x  (Pa) E x  1 2.05  ×  1011 1.85  ×  1011 
Elastic modulus in y  (Pa) E y  1 2.05  ×  1011 1.81  ×  1012 
Shear modulus (Pa) G xy  1 7.885  ×  1010 1.2  ×  1011 

Anisometric bottom stiffened 
plates

Mass density (kg/m3 ) M p  2 8500 9107
Elastic modulus in x  (Pa) E x  2 2.05  ×  1011 1.98  ×  1011 
Elastic modulus in y  (Pa) E y  2 2.05  ×  1011 1.807  ×  1012 
Shear modulus (Pa) G xy  2 7.885  ×  1010 9.017  ×  1011 

Beam elements in deck Mass density (kg/m3 ) M d  8500 9817
Cable elements Mass density (kg/m3 ) M c  8200 9173
Horizontal bearings Elastic modulus (Pa) E h  3.4  ×  1010 3.078  ×  1011 
Vertical bearings Elastic modulus (Pa) E v  3.4  ×  1010 1.879  ×  1011 
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19.4 SHM SYSTEMS OF TSING MA BRIDGE

19.4.1 WASHMS in Tsing Ma Bridge

The Hong Kong Highways Department installed a comprehensive wind and structural 
health monitoring system (WASHMS) and a global positioning system-on-structure instru-
mentation system (GPS-OSIS) in the Tsing Ma Bridge in 1997 and 2000, respectively. 
The WASHMS in the Tsing Ma Bridge is composed of five subsystems – namely, sensory 
system, data acquisition system, data processing and analysis system, computers for system 
operation and control, and fibre-optic cabling network system. The sensory system consists 
of about 300 sensors and associated interfacing units installed at different locations of the 
bridge (see Figure 19.2). They include anemometers, temperature sensors, accelerometers, 
strain gauges, level sensing stations, displacement transducers, weigh-in-motion (WIM) 
sensors, signal amplifiers and interfacing equipment. The data acquisition system refers to 
the computer-controlled data acquisition outstation units with appropriate data acquisition 
interfaces and the software for parameter configuration. The data acquisition outstation 
units are installed on/inside the bridge, and their major functions are to collect and digitise 
signals received from the sensory system and to deliver them to the data processing and 
analysis system through the fibre-optic cabling network system installed along the bridge 
alignment. The data processing and analysis system is located at the Tsing Yi administrative 
building; it is a workstation for overall data collection, transmission, storage, control and 
post-processing. The computer workstation for system operation and control is also located 
at the Tsing Yi administrative building and is equipped with appropriate software for the 
graphical inputs and outputs of structural modelling and analysis.

19.4.2 GPS-OSIS in Tsing Ma Bridge

The WASHMS in the Tsing Ma Bridge, however, has some weak points in bridge displace-
ment response monitoring. The level-sensing stations provide real-time monitoring of dis-
placements at typical stiffening deck sections but in a vertical direction only. To improve 
the efficiency and accuracy of the WASHMS in displacement monitoring, the Hong Kong 
Highways Department further installed a GPS-OSIS in December 2000 with ongoing 
updates until September 2002 to monitor the absolute displacements of the cables, the stiff-
ening deck and the bridge towers. The WASHMS and GPS-OSIS are simply called the SHM 
system for the Tsing Ma Bridge . More details can be found in Xu and Xia (2012).

19.5 SHM-BASED LOADING ASSESSMENT AND MODELS

The Tsing Ma Bridge is subjected to four major types of loads: highway, railway, wind and 
temperature loads. The SHM system installed in the bridge makes it possible to assess the 
loading conditions and loading effects on the bridge. The four major types of loads applied 
to the Tsing Ma Bridge are further introduced in this section.

19.5.1 Highway Loading

The road traffic conditions and highway loading on the Tsing Ma Bridge are monitored by 
dynamic WIM stations for two carriageways (the airport-bound way and the Kowloon-
bound way) at the approach to the Lantau Toll Plaza near the Lantau administration build-
ing. The WIM stations can measure axle numbers, axle spacing, vehicle speed and other 
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measurements of road vehicles. The 8-class vehicle classification system is used to classify 
types of vehicles using the bridge according to their main features.

The WIM stations have recorded traffic information since August 1998. Owing to the need 
to conduct major updates for the entire system, both the airport- and Kowloon-bound stations 
were in suspension from July 2004 to March 2005. Furthermore, traffic information detailed 
to each lane was not available until April 2005. Therefore, for a detailed analysis of traffic 
conditions for each lane, the WIM data for the whole year 2006 are analysed. Vehicle amounts 
and the composition of different vehicle types are two important indices to represent vehicle 
traffic conditions. The traffic volume and traffic composition in each lane of the Tsing Ma 
Bridge in 2006 are shown in Figure 19.5 for the 8-class vehicle classification. It is observed that 
in 2006, a total of 8.5 million vehicles ran through the Tsing Ma Bridge in the airport-bound 
direction and 8.8 million vehicles in the Kowloon-bound direction. Cars, vans and taxis took 
up the biggest percentage among all types of vehicles: about 69.8% airport bound and 69.0% 
Kowloon bound. The percentage of heavy goods vehicles, including rigid and articulated heavy 
goods vehicles, is about 5%–6% of the total vehicles. More vehicles run on the middle lane 
than other lanes both ways and account for 49.1% and 55.5% of the total vehicles, respectively. 
Most heavy goods vehicles use the slow lane both ways, accounting for 95.1% and 89.1% of the 
total heavy vehicles, respectively. Most medium goods vehicles, including buses, use the slow 
lane both ways, accounting for 85.7% and 64.4% of the total medium vehicles, respectively.

Axle load is an important loading parameter for the bridge pavement and bridge struc-
ture. The percentage of axle load in different loading ranges with 1 ton intervals is deter-
mined according to the aforementioned vehicle classification system. Based on the statistical 
WIM data for the year 2006, the distributions of axle load are displayed in terms of vehicle 
category in Figure 19.6 and the bridge lane in Figure 19.7. It is observed that the axle num-
ber decreases with increasing axle load: only 12.5% of the total vehicle axles have an axle 
load more than 5 tons. Most vehicle axles have an axle load less than 1 ton, which accounts 
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for 54.1% and 48.6% of the total axles, respectively, for both the airport- and Kowloon-
bound ways. The second highest axle number corresponds to the axle load between 1 and 
2 tons. More vehicle axles run in the middle lane than in the slow lane or fast lane, which 
accounts for about 47.2% and 55.1% of the total axles, respectively, both ways. Most of the 
axles with loads more than 5 tones run in the slow lane, accounting for about 95.5% for the 
airport-bound way and 84.2% for the Kowloon-bound way.
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Focusing on the SHM-based FDP of the Tsing Ma Bridge, only road vehicles with a 
GVW of more than 4 tons are considered to influence fatigue damage. If a road vehicle is 
regarded as a concentrated force perpendicular to the bridge highway surface, the GVW, 
which describes the loading intensity of highway vehicles, and the time interval between 
adjacent vehicles, which is related to the occurrence frequency of highway vehicles, can be 
treated as two random variables.

Furthermore, road traffic conditions differ between the slow, middle and fast lane. The 
probabilistic distributions of GVW in different lanes should be respectively fitted. From 
the measurement data, it was found that some random variables could not be described 
by a single conventional probability distribution function. Mixture model distributions 
(McLachlan and Peel 2000) are thus used to describe these random variables based on mea-
surement data and are used for railway loadings and stress range spectra as well. A mixture 
of Weibull density functions is utilised to fit the measured GVW density function for each 
lane. Figure 19.8 shows both measured and fitted GVW density functions for the slow, 
middle and fast lanes in the airport-bound direction. For probabilistic distributions of time 
intervals between adjacent vehicles, they may also differ between day and night, and accord-
ingly, they should be fitted separately. In this chapter, the time period from 11:00 p.m. to 
8:00 a.m. is defined as normal hours , in which less road vehicles pass over the bridge. The 
period from 8:00 a.m. to 11:00 p.m. is called rush hours , in which more road vehicles run on 
the bridge. Figure 19.9 shows the measured and fitted density functions of time intervals of 
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adjacent vehicles on the slow lane in the airport-bound direction in rush hours and normal 
hours, respectively. The fitted density functions are a mixture of Weibull density functions.

19.5.2 Railway loading

The railway via the Tsing Ma Bridge is managed by the Mass Transportation Railway 
(MTR) Corporation, Hong Kong. The railway operation began in June 1998. Railway 
tracks supported on the bottom chords of the cross frames of the bridge deck consist of 
track plates, rail waybeams and tee diaphragms. To monitor train traffic flow and identify 
bogie load distribution, a set of strain gauges were installed on the inner waybeam of each 
pair of waybeams under the two rail tracks at chainage 24,662.5. Through proper calibra-
tion, the signals from the strain gauges can be converted to the bogie load data, by which 
the requested information on train traffic flow and bogie load distribution can be obtained. 
This special measurement system was put into operation in 2000.

Traffic volume and the composition of trains are two important indices of train traffic 
conditions. Based on the bogie load records, the annual number of trains passing through 
the bridge is calculated in terms of the number of bogies, shown in Figure 19.10 for 6 years 
from 2000 to 2005. It is observed that there is a significant increase in annual train count 
in 2003, and afterwards the annual train count becomes stable around 150,000. Before 
2003, 14-bogie trains (seven-car trains) are dominant, at about 96% of all trains passing 
through the bridge annually. Since 2003, the number of 16-bogie trains (eight-car trains) has 
become more than that of 14-bogie trains. After the opening of the Hong Kong Disneyland 
in September 2005, 16-bogie trains became dominant. In November 2005, the percentage 
of 16-bogie trains was already 90%. November and December of 2005 can be considered as 
representing the current train traffic conditions. The monthly train count is about 12,000 
and more than 90% of the trains are 16-bogie trains.

The bogie load data recorded in November 2005 are chosen as the database to investi-
gate bogie load distribution. Because about 90% of the trains – that is, a total of 10,705 
trains – passing through the Tsing Ma Bridge in November 2005 are 16-bogie trains, the 
investigation of bogie load distribution focuses on 16-bogie trains. The bogie load distribu-
tion in a 16-bogie train is actually the distribution of 16 bogie loads along the train. For 
each 16-bogie train passing through the bridge either airport bound or Kowloon bound, one 
bogie load distribution can be obtained. The distributions with the maximum bogie load 
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and the minimum bogie load in November 2005 are shown in Figure 19.11 for the airport-
bound direction. The mean of the bogie load distributions is also plotted together with the 
design bogie load distribution provided by the MTR Corporation. It can be seen that the 
pattern of the measured bogie load distributions follows the design pattern. The bogie load 
distribution with the maximum bogie load is below the design bogie load distribution both 
airport and Kowloon bound.

For the SHM-based FDP of the Tsing Ma Bridge, the GTW and train arrival time are treated 
as two random variables. The random nature of the GTW is mainly due to uncertainties in 
passengers, while the random nature of the train arrival time is due to many reasons. However, 
as all the trains run following a scheduled timetable, the scheduled arrival time of each train 
is assumed constant and the random variable is used to represent only the minor difference 
between the actual arriving time and the scheduled arrival time. As a result, the actual arrival 
time of a train is the sum of the scheduled arrival instant and a random deviation. Figure 19.12 
shows the measured and fitted probability density functions of the GTW of trains passing 
through the bridge based on the one-month measurement data in November 2005. The fitted 
probability density function is actually a weighted sum of the four Gaussian density func-
tions. The random variable, representing the deviation of actual arrival time from the scheduled 
arriving time, could be described by a single Gaussian distribution as shown in Figure 19.13.

19.5.3 WIND CHARACTERISTICS AND MODELS

Hong Kong is situated at latitude N22.2º  and longitude E114.1º  and it is just on the south-
eastern coast of China facing the South China Sea. Two types of wind conditions dominate 
Hong Kong: monsoon wind prevailing in the months November through April and typhoon 
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wind predominating in the summer. The local topography surrounding the bridge is quite 
unique and complex, and includes sea, islands and mountains 69–500 m high. The complex 
topography makes the wind characteristics at the bridge site very complicated. The SHM 
system installed in the bridge makes it possible to investigate wind characteristics and to 
gain a better understanding of wind loading. The SHM system of the bridge includes a total 
of six anemometers, with two at the middle of the main span, two at the middle of the Ma 
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Wan side span and one in each of the Tsing Yi tower and Ma Wan tower. The sampling 
frequency of wind speeds was set at 2.56 Hz. Wind data recorded by the SHM system were 
analysed, and wind characteristics such as mean wind speed, mean wind direction, turbu-
lence components, turbulence intensities, integral scales and wind spectra were obtained 
for both monsoon winds and typhoon winds. It is impossible to cover all the results in this 
section. Only the joint probability density function for monsoons at the bridge site is briefly 
introduced because it will be used in the subsequent FDP.

The joint probability density function of wind speed and wind direction is essential when 
assessing wind-induced fatigue damage to the bridge. A practical joint probability distribu-
tion function was adopted for a complete population of wind speed and direction based on 
two assumptions: (1) the distribution of the component of wind speed for any given wind 
direction follows the Weibull distribution; (2) the interdependence of wind distribution in 
different wind directions can be reflected by the relative frequency of occurrence of wind.
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in which 0 ≤  θ  ≤  2π , and P θ  (θ ) is the relative frequency of occurrence of wind in wind direc-
tion θ . The occurrence frequency P θ  (θ ) as well as the distribution parameters k (θ ) and c (θ ) 
can be estimated using wind data recorded at the bridge site.

Monsoon wind records of hourly mean wind speed and direction within the period 
1 January 2000 to 31 December 2005 from the anemometer installed at the top of the Ma 
Wan tower were used to ascertain the joint probability density function of hourly mean 
wind speed and direction. The height of the anemometer is 214 m above sea level. Wind 
records with an hourly mean wind speed lower than 1 m/s were removed in order to avoid 
any adverse effect on the statistics. As a result, 19,775 hourly monsoon records were avail-
able for calculation of the joint probability density function of wind speed and direction. 
All the monsoon records were classified into 16 sectors of the compass, with an interval of 
∆θ = 22 5. º  according to the hourly mean wind direction. In each sector, mean wind speed 
was further divided into 16 ranges from 0 to 32 m/s with an interval of Δ U =2 m/s. This 
leads to a total of 256 cells, and the relative frequency of the hourly mean wind speed and 
wind direction in each cell was calculated. Based on the calculated relative frequencies of 
wind speed and wind direction, the theoretical expression of joint probability density func-
tion was deduced based on Equation 19.1. The Weibull function was used to fit the histo-
gram of hourly mean wind speed for each wind direction (see Figure 19.14). The relative 
frequency of wind direction and the scale and shape parameters of the Weibull function 
were finally obtained.

19.5.4 Temperature loading

Bridges are subjected to daily and seasonal environmental thermal effects induced by solar 
radiation and ambient air temperature. The variation of temperatures in bridge components 
significantly influences the overall deflection and deformation of the bridge.

By taking the Tsing Ma Bridge as an example, studies on the variation pattern, variation 
ranges and peak/trough occurrence period of the ambient air temperature were carried out 
(Xu et al. 2010). A total of six sensors were employed for measurement of the ambient air 
temperature. Figure 19.15 displays the monthly statistics of ambient air temperature, which 
include the mean, minimum and maximum values recorded by channel 82 from 1997 to 
2005. The ambient air temperatures shown in Figure 19.15 indicate that there is a clear and 
fairly stable cycle of temperature variation. The temperature normally reaches its lowest 
value in January every year, while the highest level is in July or August. The minimum and 
maximum temperatures in the almost 9-year period are well above 0º C and below 40º C. 
This range of ambient temperature is within the design temperature limits of –2º C and 46º C 
for the maximum contraction and expansion movement of the bridge, respectively. It is also 
found that there are no significant differences in monthly statistical values among the six 
sensors.

It is understood that bridge deformation due to thermal effects is more directly related 
to the temperature of the structural members compared with the ambient air temperature. 
Therefore, the temperature range and variation of the bridge members were studied and 
compared with those of the ambient air temperature. To study the temperatures of the 
bridge deck section and the main cable section, the effective temperature was considered 
instead of the temperature measured from any single sensor in the cross section concerned. 
The effective temperature is theoretically calculated by weighting and adding temperatures 
measured at various locations within the cross section. It was found that the effective deck 
temperature has similar variation patterns to that of the ambient air temperature. The effec-
tive deck temperature of minimum value is almost the same as the ambient temperature. The 
magnitude differences regarding the mean values between the two types of temperature are 
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slight. For example, the mean temperature of the bridge deck is normally 2º C higher than 
the ambient air temperature. In view of the maximum temperature, the effective deck tem-
perature is significantly higher than the ambient air temperature.

Given that temperature tends to cause static rather than dynamic deformation of the 
bridge, attention was primarily placed on the mean displacement in the evaluation of the 
predominant effects of temperature on bridge deformation. Furthermore, to facilitate 
the monitoring of temperature effects on-site, only the effective deck temperature nearby the 
Tsing Yi tower was selected as a reference temperature. It was noted that the effective mean 
deck temperature is almost the same as the effective mean cable temperature. Moreover, it 
was also found that the longitudinal displacement responses of the bridge towers, deck sec-
tions and cables show strong linear relationships with the effective deck temperature. Only 
the vertical displacement of the deck sections and cable section at the main span was closely 
correlated with the effective deck temperature. The lateral displacement responses of the 
Tsing Ma Bridge were observed not to be dominantly affected by the temperature.

As far as the bridge deck is concerned, the magnitude of the displacement variation rate 
gradually increases along the bridge span towards Tsing Yi Island. The variation rate of the 
vertical displacement of the deck section in the middle of the main span is almost the same 
as that of the cable section. Furthermore, based on the linear temperature displacement rela-
tionships determined through data fitting, the variation ranges of displacement responses 
can be effectively predicted. These relationships facilitate the monitoring of temperature 
effects on the Tsing Ma Bridge on-site.

It should be pointed out that the preceding observations are made for the Tsing Ma Bridge 
only. They may not suit other types of bridges, but they do have some implications for the 
monitoring of temperature effects on long-span suspension bridges.

19.6  SHM-BASED STRESS ANALYSIS DUE TO 
MULTIPLE DYNAMIC LOADINGS

19.6.1 Stress analysis framework

To undertake a fatigue analysis of a multi-loading long-span suspension bridge, a dynamic 
stress analysis of the bridge under multiple types of dynamic loads should first be conducted. 
A comprehensive framework based on the FE method is therefore developed to fulfil this 
task (Chen et al. 2011a). In the framework, a long-span suspension bridge, trains and road 
vehicles are regarded as three subsystems. An SHM-oriented FEM is established, as intro-
duced earlier, for long-span suspension bridges such that the dynamic stresses of major 
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bridge components can be predicted directly. The trains and road vehicles are also modelled 
using the FE method. Given that a large number of DOFs are involved in the FEMs of the 
three subsystems, the mode superposition method is adopted to make the dynamic stress 
analysis of the bridge under multiple types of dynamic loads manageable. The three subsys-
tems are coupled through the contacts between the bridge and trains and between the bridge 
and road vehicles in terms of wheels–rails and tires–road surface. The nonlinear restoring 
forces and damping forces in the suspension units of the trains and road vehicles are treated 
as pseudo forces in the train and road vehicle subsystems. Wind forces may act on all three 
subsystems. The spatial distributions of both buffeting forces and self-excited forces over 
the bridge deck surface are considered for the dynamic stress analysis of the bridge. The 
aerodynamic wind forces acting on the car body of a train or road vehicle are determined 
using a quasi-steady approach. A stepwise explicit integration method is adopted to solve 
the coupled equations of motion for the wind–vehicle–bridge system. A set of computer pro-
grams coded in Fortran language and integrated with a commercial FE software package 
are developed to implement the framework for the dynamic stress analysis of a long-span 
suspension bridge under combined railway, highway and wind loading.

19.6.2 Verification of the framework

The accuracy of the proposed framework must be validated before it can be applied in practice. 
The data recorded by the SHM system in the Tsing Ma Bridge provide an excellent opportunity 
for validation. The SHM system provides not only the measurement data of different types of 
dynamic loads as input for a computer simulation but also the measured local stress responses for 
comparison with the computed ones. Due to the required stress analysis of local bridge compo-
nents, the SHM-oriented FEM of the Tsing Ma Bridge established earlier (see Figure 19.4) is used.

To validate the framework for stress analysis in detail, three particular load cases are 
examined: (1) under strong wind only, (2) under strong wind and running trains and 
(3) under strong wind, running trains and running road vehicles. The selection and pre-
processing of measurement data for wind, trains, road vehicles and structural responses 
are performed. The selected data corresponding to the three load cases are then analysed, 
respectively, to extract both input data for the computer simulation and output data for 
comparisons. Comparisons between the computed and measured dynamic stress responses 
are finally made for each load case in terms of time histories and amplitude spectra. The 
comparative results show that the time histories of the computed stress responses are close 
to those measured by the corresponding strain gauges. Displayed in Figure 19.16 are the 
computed and measured 140 s stress response time histories at the location of a strain gauge 
(SS-TLS-12) installed under a rail waybeam. During the time period concerned, one train, 
several heavy road vehicles and strong wind act on the bridge. The normal hourly mean 
wind speed at the bridge deck level is 11.91 m/s. Clearly, the proposed framework can accu-
rately predict the dynamic stress responses of the local components of a suspension bridge 
under combined railway, highway and wind loading.

19.6.3 An engineering approach

In addition to computational accuracy, computational efficiency is very important in calcu-
lating the dynamic stress responses of a long-span suspension bridge because a great number 
of time histories at various locations of major bridge components should be computed for 
fatigue assessment. However, the level of computational efficiency of the preceding frame-
work is very low, as several hours are required to compute the 140 s stress response time 
histories. It is thus necessary to develop an engineering approach based on the framework 
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mentioned previously for computational efficiency while maintaining computational accu-
racy to a certain extent. Two major assumptions are adopted to simplify the coupled dynamic 
stress analysis framework described previously for long-span suspension bridges (Chen et al. 
2011a). As the dynamic response of a long-span suspension bridge rather than the safety of 
running vehicles is of interest herein, and also because a suspension bridge deck is massive 
and its fundamental frequencies are very low, trains and road vehicles running on the bridge 
deck can be simplified as moving loads, and the stress responses induced by trains and road 
vehicles are calculated based on stress influence lines. Furthermore, given the low level of 
wind-induced stress response in normal wind conditions and the relatively low level of traf-
fic-induced stress response in extreme wind conditions, it is reasonable to assume that the 
coupled effects of dynamic stresses induced by railway, highway and wind loading can be 
neglected. Based on this assumption, the bridge stress responses at given points induced by 
railway, highway and wind loading can be computed separately. The three stress responses 
to the three individual types of dynamic loads are finally superposed to obtain the combined 
response to the multiple types of dynamic loads.

The feasibility of the proposed engineering approach is verified. The computational accu-
racy is validated by comparing the stress responses computed by the engineering approach 
with those by the coupled dynamic analysis framework. The comparative results show that 
the differences between the stress responses computed by the two methods are small and 
the engineering approach is applicable to long-span suspension bridges. The computational 
accuracy and efficiency of the engineering approach are further validated by comparing the 
computed daily stress time histories with the measured ones. Figure 19.17 shows the multiple 
load-induced stress time histories at the location of strain gauge SS-TLS-12 on 19 November 
2005. During this particular day, 440 trains and 16,848 heavy road vehicles (weighing over 
30 kN) ran across the bridge, and the hourly mean wind speed perpendicular to the bridge 
axis ranged from 2 to 13 m/s. The measurement data of the trains, road vehicles and wind 
recorded by the SHM system are utilised for the simulation. The results show that only sev-
eral minutes are required for the engineering approach to compute the required stress time 
histories. The relative differences between the computed and measured stress time histories 
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are small, which indicates that the engineering approach has a high level of computational 
efficiency and an acceptable level of computational accuracy. The engineering approach can 
be used for fatigue and reliability assessments of multi-loading suspension bridges.

19.7  SHM-BASED FATIGUE DAMAGE 
PROGNOSIS AND RELIABILITY

19.7.1 Fatigue damage prognosis

The deterministic approach based on Miner’s rule (i.e. the linear damage accumulation 
model) is widely applied in the fatigue assessment of bridge structures in practice. Here, a 
general computational procedure based on this rule is presented for the fatigue prognosis of 
the Tsing Ma suspension bridge over its design life. There are thousands of structural mem-
bers in the Tsing Ma Bridge. The fatigue-critical locations for fatigue assessment are first 
determined based on the maximum stress ranges in the stress time histories induced by a 
standard train running over the bridge. The results show that the fatigue-critical sections of 
the bridge deck are around the bridge towers, the pier on the Ma Wan side and the quarter 
span of the main span on the Tsing Yi side (Chen et al. 2011b). The fatigue-critical locations 
of the Tsing Ma Bridge which are most sensitive to wind loading are around the cross sec-
tions at the bridge towers (Xu et al. 2009). Therefore, the components around the bridge 
towers are fatigue-critical locations with respect to both traffic and wind loading, and six 
of them are chosen for fatigue analysis: the elements E32123, E34415, E40056, E40906, 
E55406 and E39417.
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Databases for the dynamic stress responses at the critical locations induced by wind, 
railway and highway loadings are established. The time histories of dynamic stresses over 
120 years induced by railway, highway and wind loading are then computed using the data-
bases. The multiple load-induced stress time histories are finally generated. Fatigue analysis 
based on the stress time histories is performed to assess the cumulative fatigue damage 
over the bridge design life. Figure 19.18 shows the cumulative fatigue damage curves at the 
fatigue-critical locations within a design life of 120 years. The cumulative fatigue damage 
of 120 years at the most critical locations of the Tsing Ma Bridge, except for E32123, is 
lower than one.

The cumulative fatigue damage induced by each type of dynamic load and the dam-
age magnification due to multiple types of dynamic loads are also investigated. It is 
found that railway loading plays the dominant role in bridge fatigue. The fatigue dam-
age induced by highway loading is greater than that by wind loading for some structural 
components, but there is a reversal for other components. A multiple load magnification 
factor is defined herein as the ratio of the fatigue damage due to the combined effect of 
the three loadings and the sum of the damage due to each individual loading. The com-
puted factors at the six fatigue-critical locations range from 1.06 to 1.35. The results 
indicate that it is necessary to consider the combined effect of multi-loads in the fatigue 
analysis of suspension bridges.

19.7.2 Fatigue reliability

Deterministic fatigue analysis is unable to consider the effects of uncertainties arising from 
load and structural properties. Another framework for fatigue reliability analysis is there-
fore proposed and applied to the Tsing Ma Bridge. Based on Miner’s law and the empirical 
relationship between stress range and the number of cycles to failure, a limit state function 
is defined to describe the relationship between fatigue resistance and fatigue loading (Chung 
2004; Chen et al. 2012).
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where:
 K 0 and m  are the constants related to material
 Δ  is Miner’s damage accumulation index 
 Sef

m
 is calculated based on the stress range spectrum

The total number N  of accumulated stress cycles is the sum of the number N j   of accu-
mulated stress cycles on the j th day for all days, and it is also equal to the mean daily cycle 
number μ N  multiplied by the number of days n . Here, the parameter K 0  is assumed to follow 
a log-normal distribution. Miner’s damage accumulation index ∆  of fatigue failure for steel 
structures is also assumed to follow a log-normal distribution with a mean value μ ∆   of 1.0 
and a coefficient of variation δ ∆   of 0.3. Employing the log-normal distribution models for K 0  
and ∆  in the limit state function Equation 19.4 and applying random variable transforma-
tions, the fatigue reliability index β  can be found as follows:
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Based on loading data acquired from the SHM system, the probabilistic models of 
railway, highway and wind loading are established to describe the uncertainties inher-
ent in different loads, as discussed in Section 19.5. Using the probabilistic loading mod-
els, the dominant loading parameters are then generated using Monte Carlo Simulation 
(MCS), and the daily stochastic stress responses induced by railway, highway and wind 
loading are simulated at the fatigue-critical locations. The probability distribution of 
the daily sum of m -power stress ranges is estimated based on the daily stochastic stress 
responses. The probability distribution of the sum of m -power stress ranges over the 
period concerned is then estimated based on assumptions of future loading and traffic 
growth patterns. The future traffic loading is assumed to be a 30% increase in both 
railway and highway loading compared with the current traffic loading. Different traf-
fic growth patterns are assumed to estimate the probability distribution of the sum of 
m -power stress ranges within the period concerned, including no traffic growth pat-
tern (Constant ) and growth in a linear pattern (Linear ) and in two exponential pat-
terns (Exp-1  and Exp-2 ). Finally, the fatigue failure probabilities for different time 
epochs are solved at the fatigue-critical locations using the first-order reliability method 
(FORM). The evolution of fatigue failure reliability over time at the element E32123 is 
shown in Figure 19.19. The figure indicates that the fatigue failure probabilities increase 
with time, and that the failure probability without traffic growth is smaller than that 
of the three patterns with traffic growth. Among the three growth patterns, the failure 
probability is the largest for the Exp-2 pattern, followed by the linear pattern and then 
the Exp-1 pattern. The results demonstrate that the health condition of the bridge at the 
end of its design life is satisfactory under current traffic conditions without growth, but 
attention should be paid to future traffic growth because it may lead to a greater failure 
probability.
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19.8 SHM-BASED BRIDGE RATING SYSTEM AND INSPECTION

19.8.1 SHM-based long-span suspension bridge rating system

This section presents an SHM-based bridge rating method for the bridge inspection of long-
span cable-supported bridges (Li et al. 2011).

The analytic hierarchy process (AHP) attracts the interest of many researchers because of 
its interesting mathematical properties and easy applicability. The main steps in the applica-
tion of the AHP to the current problem are as follows: (1) to decompose a general decision 
problem into hierarchical sub-problems that can be easily comprehended and evaluated; 
(2) to determine the priorities of the items at each level of the decision hierarchy; and (3) to 
synthesise the priorities to determine the overall priorities of the decision alternatives. Since 
a long-span suspension bridge is a very complex system and the decision-making takes place 
in a situation in which the pertinent data and the sequences of possible actions are not pre-
cisely known, it is important to adopt fuzzy data to express such situations in the decision-
making of inspection, leading to the so-called F-AHP bridge rating method, as shown in 
Figure 19.20.

The fuzzy synthetic rating R  (see Figure 19.20) at the objective level can be calculated 
based on the calculated criticality rating T c  , the vulnerability rating T v   and the their relative 
weights ω  cv   at the criterion level.
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The determination of weights ω  cv   is related to the importance of criticality and vulnerabil-
ity. For example, if the importance of criticality is regarded to be the same as that of vulner-
ability, the relative weight vector for the criterion level can be taken as ω  cv   = {0.5, 0.5}T  for 
both cases. For different structural components at other levels of the hierarchical struc-
ture – that is, index level 1 and level 2 as shown in Figure 19.20 – the AHP often uses the 
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eigenvalue solution of comparison matrices to find the best relative weights (relative impor-
tance). The details can refer to Li et al. (2011).

The criticality and vulnerability ratings (T c   and T v  ) for each structural component are 
based on the criticality and vulnerability factors in relation to the criticality and vulner-
ability criteria. A definition and analysis of criticality and vulnerability factors are briefly 
discussed in the following subsections. With the determined criticality and vulnerability fac-
tors (see Figure 19.20) as well as their associated relative weights, the ratings T c   and T v   can 
be calculated accordingly. Formulas for the calculation of T c   and T v   can be found in Li et al. 
(2011) but are not listed in this section for the sake of easy understanding.

After the fuzzy synthetic ratings of all the structural components are obtained, the priori-
tisation or optimum for inspection frequency (fuzzy synthetic decision for inspection) can be 
determined. The larger the value of R , the smaller the inspection time interval. Notably, the 
numerical numbers for each of the factors are assumed to range from 0 to 100 to facilitate 
decision-making using the F-AHP-based bridge rating method.

19.8.2 Criticality and vulnerability factors

19.8.2.1 Criticality factors

Five criticality factors for a long-span cable-supported bridge follow in this subsection. 
Table 19.3 shows the definitions, range and points for each factor. As mentioned earlier, the 
numerical values of the five factors range from 0 to 100.

(a) Criticality factor C1: It is clear that a structural component with an alternative load 
path or redundancy is robust; that is, no serious failure or consequence will result from 
limited damage to this structural component. Therefore, the more the redundancy for a 
given structural component, the smaller the numerical value of C1 for this component. This 
criticality factor is represented in this chapter by three numerical values of 100, 67 and 0.

(b) Criticality factor C2: This factor represents the strength reliability of a structural 
component, which is determined based on the strength utilisation factor (SUF). The SUF 
is calculated using Equation 19.7. If the SUF of a certain structural component reaches the 
extreme value, the numerical value of the criticality factor C2 for this component should 
be 100. Otherwise, the numerical value should be the ratio of the strength utilisation factor 
divided by the extreme value.

Synthetic rating: R Objective level

Criterion level

Index level 1

Index level 2VCVBVA

V1C1 C2 C3 C4 C5 V2 V3

Vulnerability rating: TvCriticality rating: Tc

Figure 19.20   Analytic hierarchical structure for each bridge component.
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where:
 R N is the as-built nominal resistance
 ϕ  is the strength reduction factor
 γ L is the partial load factor for live loads
 γ D is the partial load factor for dead loads
 σ L is the stresses due to live loads
 σ D is the stresses due to dead loads
 I  is the impact factor for dynamic live loads

(c) Criticality factor C3: This item represents the fatigue reliability of a structural com-
ponent. In a similar way to C1, the relative fatigue criticality of different structural compo-
nents can be represented by three numerical values of 100, 67 and 0.

(d) Criticality factor C4: This item emphasises the imperfections (deterioration/damage) 
of structural components detected by the previous inspections. In this regard, the severity 
of imperfections and the urgency of repair is respectively considered and represented by 
the three numerical values of 100, 67 and 0 herein. Besides the visual inspection, the SHM 
system can now be used as a tool to detect imperfections by analysing the measurement 
data directly recorded by strain sensors, fatigue sensors, accelerometers and others.

(e) Criticality factor C5: This item represents the ultimate load-carrying capacity of struc-
tural components under an extreme loading event. The structural component of foremost 
failure will be the most critical component, and the corresponding energy demand for failure 
will be the least. The relative ultimate load-carrying capacity of different structural compo-
nents could be represented by three numerical values of 100, 67 and 33 herein. Nonlinear 
pushover analysis or progressive collapse analysis as used in redundancy analysis can also 
be applied to determine C5.

Table 19.3  Criticality factor (CF): Definitions and values

CF Definition Range Points 

C1 Any alternative load path? No 100
Yes, will affect global structural 
performance

67

Yes, will not affect global structural 
performance

0

C2 Design normal combined loads (based on 
strength utilisation factor)

0%–100% 0–100

C3 Design fatigue loads(based on fatigue life) High: < 200 years 100
Normal: 200–300 years 67
Low: > 300 years or N/A 0

C4 Known or discovered imperfections but not 
serious enough to warrantimmediate repair

Any, non-repairable 100

Any, repairable 67
None 0

C5 Failure mechanisms Catastrophic collapse 100
Partial collapse 67
Structural damage 33
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19.8.2.2 Vulnerability factors

Three vulnerability factors follow in this subsection. Table 19.4 shows the definitions, range 
and points for each factor.

 1. Vulnerability factor V1: This item represents damage due to extra-slowly varying 
effects, such as the carbonation of concrete and the corrosion of steel. The item V1 
consists of three subitems, VA1, VB1 and VC1. Each subitem can be represented by the 
three numerical values of 100, 50 and 0, according to three different ranges.

 2. Vulnerability factor V2: This item represents damage due to rapidly varying effects – 
for instance, accidental damage caused by vehicle or ship collision. The item V2 con-
sists of three subitems, VA2, VB2 and VC2, each of which can be represented by the 
three numerical values of 100, 50 and 0, respectively.

 3. Vulnerability factor V3: This item represents damage due to slowly varying effects – for 
example, the movement of bearings and joints because of daily temperature changes. 
The item V3 also has three subitems, and each subitem has three difference ranges 
represented by three corresponding numerical values.

The item VA1 can be quantified by the corrosion rate, which is defined as reciprocal of 
time demand to reach critical corrosion value once the exposure occurred. The corrosion 
rate can be calculated based on either data measured directly by corrosion sensors in the 
SHM system or the numerical model updated by the SHM system. The numerical values 

Table 19.4  Vulnerability factor (VF): Definitions and values

VF Definition Range Points 

V1: Corrosion Exposure or degree of protection (VA1) Internal or adequate 0
Partial or average 50
Extreme or none 100

Likelihood of detection in superficial inspection (VB1) Likely 0
Possible 50
Unlikely 100

Likely influence on structural integrity (VC1) Likely 0
Possible 50
Unlikely 100

V2: Damage Exposure to damage(VA2) None 0
Medium 50
High 100

Likelihood of detection in superficial inspection (VB2) Likely 0
Possible 50
None 100

Likely influence on structural integrity (VC2) Low 0
Medium 50
High 100

V3: Wear Relative wear rate per annum (VA3) Low 0
Medium 50
High 100

Likelihood of detection in routine maintenance (VB3) Likely 0
Medium 50
Unlikely 100

Likely influence on structural integrity (VC3) Low 0
Medium 50
High 100
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for the item VA2 can be allocated by experience just after any extreme accidental event has 
occurred and damage on components is detected. The item VA3 can be quantified either by 
visual inspection or by analysing the measurement data recorded by displacement sensors in 
the SHM system. The numerical values for the items VB1, VB2 and VB3 can be allocated 
to various structural components based on the experiences of the inspectors. The numerical 
values for the items VC1, VC2 and VC3 can be the same as those for criticality factor C1.

19.8.3 Criticality and vulnerability analyses

The Tsing Ma Bridge in Hong Kong is taken as an example to demonstrate the feasibility of 
the SHM-based F-AHP bridge rating method as guidance in determining the time intervals 
for inspection. The key structural components of the Tsing Ma Bridge are classified into 15 
groups and 55 components for criticality and vulnerability analyses. The 15 groups, which 
are basically the key components of the Tsing Ma Bridge for direct and indirect load trans-
fer, are (1) suspension cables, (2) suspenders, (3) towers, (4) anchorages, (5) piers, (6) outer-
longitudinal trusses, (7) inner-longitudinal trusses, (8) main cross frames, (9) intermediate 
cross frames, (10) plan bracings, (11) the deck, (12) rail waybeams, (13) bearings, (14) move-
ment joints and (15) the Tsing Yi approach deck. Details of classification in each group can 
refer to Li et al. (2011). The following determine the criticality and vulnerability factors for 
each structural component of the Tsing Ma Bridge.

19.8.3.1 Criticality analysis

For criticality factor C1, a load path analysis must be carried out based on the SHM-oriented 
FEM. However, since the computational effort for the load path analysis is beyond the cur-
rent computer capacity because of the huge size of the model (21,946 elements in total), 
criticality factor C1 is adopted from the currently used values (Wong 2006), which are based 
on practical experience with some engineering analysis.

To determine criticality factor C2 for each of the structural components of the Tsing Ma 
Bridge, criticality analysis is performed on the strength of the bridge under design-normal com-
bined loads in terms of the strength utilisation factor. To fulfil this task, the SHM-oriented 
FEM of the Tsing Ma Bridge is established (see Figure 19.4) and used. Seven types of loads 
(dead loads, superimposed dead loads, temperature loads, highway loads, railway loads, wind 
loads and seismic loads) and three load combinations have been considered in the stress analysis 
of the bridge (HKPU 2009a). Except for the dead loads, the superimposed dead loads and the 
seismic loads, there are 2, 24, 8 and 3 load cases for the temperature loads, the highway loads, 
the railways loads and the wind loads, respectively. In the three load combinations, there are 
also a total of 52 load cases. For each load case, the stresses in the major structural components 
are determined, and the stress distributions are obtained for each of the major structural com-
ponents. Based on the obtained stress distribution results, the stresses in the structural compo-
nents at five key bridge deck sections are provided. The strength utilisation factors of the major 
structural components are calculated, from which the critical location of each major structural 
component is identified. For the bridge towers made of reinforced concrete, strength analyses 
are carried out using the load moment strength interaction method, and the strength utilisation 
factors of the two tower legs are determined. Finally, strength utilisation factors for the key 
structural components are used together with other factors for rating the bridge components.

To determine criticality factor C3 for each of the structural components of the Tsing Ma 
Bridge, a criticality analysis of the bridge is performed focusing on the fatigue life of the 
structural components under traffic loads (HKPU 2009b). Railway loading and highway 
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loading are considered to be major contributors to the fatigue damage of the bridge (Chen et 
al. 2012). The railway and highway loadings measured by the SHM system are then used to 
derive the actual train spectrum and the actual road vehicle spectrum for fatigue assessment. 
A traffic-induced stress analysis method is proposed based on the SHM-oriented FEM of 
the bridge and the influence line method for the determination of stress time histories. The 
fatigue-critical locations are identified for different bridge components through rigorous 
stress analysis. Finally, the fatigue lives due to both train and road vehicles at the fatigue-
critical components are estimated using the vehicle spectrum method recommended by the 
British Standards Institution (BSI 1982). Finally, the estimated fatigue lives of the key struc-
tural components are used together with other factors for rating the bridge components.

Any damage and imperfections detected by the SHM system should be included in the 
determination of criticality factor C4. As the bridge has been completed and opened to 
public traffic for less than 15 years and the bridge has been carefully maintained, most C4 
values are set at zero.

A collapse analysis, considering both geometrical nonlinearities and material nonlineari-
ties, should be carried out to determine criticality factor C5. However, due to the huge size 
of FEMs of bridges, the computational effort for the collapse analysis is beyond the cur-
rent computer capacity. As a result, criticality factor C5 is adopted from the currently used 
empirical values (Wong 2006).

19.8.3.2 Vulnerability analysis

V1 represents damage due to extra-slowly varying effects. Since there are no corrosion sen-
sors installed in the Tsing Ma Bridge, the current vulnerability factor V1 (Wong 2006) is 
adopted without change in this case study.

V2 represents damage due to rapidly varying effects. VA2 can be evaluated by an impact 
analysis using the SHM-oriented FEM of the bridge, the dynamic loads predicted by the 
measurement data from the SHM system and the material properties confirmed by the SHM 
system. However, due to the huge size of the FEM, the computational effort for the dynamic 
impact analysis is beyond the current computer capacity. The currently used vulnerability 
factor V2 (Wong 2006) is adopted without change in this case study.

V3 represents damage due to slowing varying effects. From observations over the past 10 
years, the movement joints and bearings are subjected to serious wear. The numerical values 
of VA3 allocated to all the joints and bearings could be set to 100, while other components 
could be set to 0. VB3 can be evaluated based on the experiences of the inspectors. The 
numerical value of criticality factor C1 can be used for VC3.

19.8.4 Inspection

To apply the proposed SHM-based F-AHP bridge rating method to the Tsing Ma Bridge, the 
relative weights shall be determined for each level. According to AHP procedures, the com-
parison matrix is calculated first, followed by the relative weights for the criticality index and 
vulnerability index. Since the comparison matrix is not unique, its effect on the final results 
shall be investigated. Two cases (Case 1 and Case 2) are considered, each of which has a dif-
ferent comparison matrix. More details can be found in Li et al. (2011). As previously men-
tioned, if the importance of criticality is regarded to be the same as that of vulnerability, the 
relative weight vector for the criterion level can be taken as ω  cv   = {0.5, 0.5}T  for both cases.

Based on the determined relative weights and according to the presented SHM-based 
F-AHP bridge rating method, a decision on the time intervals for inspection can be reached, 
and the results are listed in Table 19.5 for the two cases. It can be seen that the time intervals 
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Table 19.5  Decision on time intervals for inspection

Group no. Serial no. 

Case 1 Case 2 

(C2–C1)/C1 ×  
100% 

Score of 
fuzzy rating 

(C1) 

Time interval 
for inspection 

(year) 
Score of fuzzy 

rating (C2) 

Time interval 
for inspection 

(year) 

1 1 53.3 2 54.4 2 2.06
2 51.9 2 53.5 2 3.08
3 51.9 2 53.5 2 3.08
4 51.9 2 53.5 2 3.08
5 45.3 2 46.2 2 1.99

2 6 44.3 2 43.9 2 −0.9
7 57.6 1 60.2 1 4.51
8 57.6 1 60.2 1 4.51

3 9 50.5 2 51.6 2 2.18
10 50.1 2 51.5 2 2.79
11 50.1 2 51.5 2 2.79

4 12 51.1 2 54 2 5.68
13 55.1 2 57.4 2 4.17
14 52.2 2 53.2 2 1.92

5 15 51.1 2 52.3 2 2.35
16 50.1 2 51.5 2 2.79

6 17 50.6 2 51.3 2 1.38
18 60.5 1 62.3 1 2.98
19 50.1 2 50.5 2 0.8
20 60.6 1 62.9 1 3.8

7 21 56.8 2 59.5 1 4.75
22 45.1 2 45.8 2 1.55
23 47.3 2 47.8 2 1.06
24 56.8 2 59.5 1 4.75

8 25 51.4 2 53 2 3.11
26 54.9 2 56.3 2 2.55
27 59 1 61.3 1 3.9
28 59 1 61.3 1 3.9

9 29 43 2 43.2 2 0.47
30 52.8 2 54.6 2 3.41
31 57 2 59.5 1 4.39
32 57 2 59.5 1 4.39

10 33 54.4 2 56.2 2 3.31
34 47.4 2 48.2 2 1.69

11 35 56.8 2 59.5 1 4.75
36 55.1 2 57.5 1 4.36

12 37 48 2 48.5 2 1.04
38 50.2 2 51 2 1.59
39 50.2 2 51 2 1.59

13 40 59.6 1 62.2 1 4.36
41 59.2 1 61.8 1 4.39
42 59.2 1 61.8 1 4.39
43 59.2 1 61.8 1 4.39
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for inspection are almost the same for the two cases concerned, which indicates that the 
effect of the relative weights from different comparison matrices is small. It can also be seen 
that for the bridge components concerned, the time intervals for inspection are either 1 year 
or 2 years.

 NOTATION

Β   Fatigue reliability index
g (X ) Limit state function defined to describe the relationship between the fatigue 

resistance and the fatigue loading
k (θ ), c (θ ) Distribution parameters estimated using wind data recorded at the bridge site
K 0 , m  Constants related to material
N  Number of days
P u  ,θ  (U ,θ ) Joint probability density function of wind speed and wind direction
P θ  (θ ) Relative frequency of occurrence of wind in wind direction θ 
R  Fuzzy synthetic rating
Sef

m  Coefficient calculated based on the stress range spectrum
Tc  , Tv   Criticality rating and vulnerability rating, respectively
∆  Miner’ s damage accumulation index
θ  Wind direction
μ N  Mean daily cycle number
μ ∆  , δ ∆   Mean value and variation of the log-normal distribution of ∆ , respectively
ω  cv   Weights related to the importance of criticality and vulnerability
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Chapter 20

Epilogue
Challenges and prospects

20.1 CHALLENGES

Smart civil structures are defined as civil structures that can mimic biological systems with 
smart self-sensing, self-adaptive, self-diagnostic, self-repair and self-powered functions, so 
as to perform any targeted functions under various environments and to preserve the safety 
and integrity of the structures during strong winds, severe earthquakes and other extreme 
events. A smart civil structure has the ability to sense, measure, process and diagnose, at 
critical locations, any change in selected variables, and to command appropriate action 
using its own power. A smart civil structure has a few key elements: smart materials, sen-
sors, actuators, signal processors, communication networks, power sources, diagonal strate-
gies, control strategies, repair strategies and life-cycle management (LCM) strategies. These 
key elements can be further integrated into four systems: the structural health monitoring 
(SHM) system, the structural vibration control (SVC) system, the structural self-repairing 
(SSR) system and the structural energy harvesting (SEH) system with optimised sensor and 
actuator placements and various optimised strategies. These four systems, together with an 
updated multi-scale finite element model (FEM) of civil structures, can then execute their 
tasks collectively and intelligently.

Although smart civil structures have not been completely realised yet, this book has pre-
sented a number of partially smart civil structures that possess two or more smart functions, 
such as the structures of self-sensing-diagnostic functions, self-sensing-adaptive functions, 
self-sensing–diagnostic-adaptive functions, self-sensing–diagnostic-repairing functions 
or self-sensing–diagnostic-adaptive-power functions. To make these partially smart civil 
structures even smarter and to realise truly smart civil structures, some important issues 
that have not been fully discussed in this book and some challenging issues to be solved in 
the near future are presented as future research topics in the area of smart civil structures.

20.1.1 Multi-scale modelling of smart civil structures

20.1.1.1  Nonlinear mix-dimensional finite element 
coupling for damaged structures at joints

A multi-scale analysis of a complex civil structure always encounters the problem of mix-
dimensional finite element coupling, which is referred to as the connection of the interfaces 
between one-dimensional (beam), two-dimensional (plate), three-dimensional (solid) elements 
and others, as discussed in Chapter 6. This is particularly true if we want to know the details 
of the damage evolution of the joints of a civil structure, as both the geometric and material 
nonlinearities of the joints and interfaces should be considered and, accordingly, high qual-
ity nonlinear mix-dimensional finite element coupling methods will be developed. The high 
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quality of the nonlinear mix-dimensional finite element coupling methods refers to the loca-
tion automation of interfaces, the prediction accuracy of strains and stresses at the joints and 
interfaces, the displacement compatibility at the joints and interfaces, the computational con-
vergence and the development or enhancement of commercial software for implementation.

20.1.1.2 Evolutionary multi-scale modelling

The simulation of damage evolution and structural failure of a complex civil structure is a 
multi-scale process, from micro-scale to meso-scale to macro-scale, which are parallel to 
the material, component and structural levels in the structural system. A structural fail-
ure could be very sensitive to microscopic and mesoscopic heterogenesis, and therefore the 
multi-scale damage evolution processes play an important role in the failure mechanism of a 
civil structure (Bai et al. 2005). However, it is challenging to incorporate microscopic dam-
age models into mesoscopic damage models and macroscopic failure models in multi-scale 
modelling. Recently, an adaptive concurrent image-based multi-scale modelling method was 
developed and applied to simulate the damage evolution and failure process of concrete 
and steel structures (Sun and Li 2015; Sun et al. 2016). The adaptive modelling capability 
enables the mesoscopic damage models to be automatically implemented into the potential 
damage region at the structural level, to demonstrate continuous changes as a consequence 
of evolutionary microscopic damage without user intervention. Nevertheless, the structures 
that were investigated were small structures, not complex civil structures.

20.1.1.3 Multi-scale modelling of joints together with control devices

In a smart civil structure, control devices are often installed at structural joints, which make 
the damage evolution and failure of the joints more complicated. It is therefore necessary 
to incorporate the modelling of control devices into the multi-scale model of the joints. The 
multi-scale model of both the joints and the control devices can then be used together with 
hybrid tests in SVC. In such hybrid tests, a civil structure is often divided into two substruc-
tures: a numerical subsystem and a physical subsystem (Zapateiro et al. 2010). The numeri-
cal subsystem usually corresponds to that of a structure whose dynamics are well known, 
whereas the physical subsystem is, on the other hand, the critical component of the system, 
such as a joint with a nonlinear control device. However, in most of the current hybrid 
tests (Phillips and Spencer 2011), the FEM of the main structure is, in general, assumed to 
be linear and the structural control performance is of major concern. Little attention has 
been paid to either the control performance or the damage evolution of the joints. To solve 
this problem, multi-scale modelling, both of joints and control devices, must be developed 
together with hybrid test techniques.

20.1.2 Multi-scale damage detection with substructure techniques

A variety of damage detection methods were introduced in Chapter 12. Although most meth-
ods have been validated via numerical examples or experiments, it is quite difficult to apply 
these damage detection methods directly to a complex civil structure. With many degrees 
of freedom (DOFs) and uncertainties involved in a complex civil structure, the computation 
is rather time-consuming, sometimes even beyond current computer capacity. Particularly 
when multi-scale modelling of some critical joints or structural components is required, the 
number of DOFs in the FEM of the entire structure will be significantly increased. Since 
damage detection is basically an inverse problem, it would be difficult to converge if too 
many unknowns and uncertainties are involved at one time. The substructure techniques, 
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which divide the entire structure into a few substructures of interest, may provide a promis-
ing way to address these issues, together with the multi-scale modelling technique.

The concept of multi-scale damage detection methods incorporated into substructure 
techniques can be expressed as follows. Firstly, the entire structure is divided into a few sub-
structures by using a substructure technique with consideration of boundary conditions at 
structural level. Secondly, potential damage locations in terms of the substructures are iden-
tified using the damage detection methods introduced in Chapter 12. Thirdly, the multi-scale 
models and the microscopic and mesoscopic damage models are built with the substructures 
of potential damage identified in the first step. Finally, multi-scale damage detection meth-
ods, together with the response reconstruction method introduced in Chapter 12, may be 
used to identify the exact damage locations and intensities in the substructure.

Besides using substructure techniques to reduce the DOFs involved, a more direct method 
is to improve computation capacity, such as by using cloud computing. There seem to be many 
definitions of cloud computing; a more commonly used definition describes it as clusters of 
distributed computers that provide on-demand resources and services over a networked 
medium (usually the Internet) (Sultan 2010). Cloud computing is a promising paradigm 
for the delivery of information technology (IT) services as computing utilities. There are 
many obstacles required to be overcome for the adoption and growth of cloud computing 
(Armbrust et al. 2009), such as availability of utility computing services, customer data 
lock-in, data confidentiality and auditability, and so forth. In civil engineering, attempts to 
use cloud computing for SHM and damage detection of a smart civil structure are relatively 
limited. Cloud computing may provide a potential way for storing and processing the big 
data from the SHM system for the purpose of assessing structural performance effectively.

20.1.3 Distributed sensor systems and networks

20.1.3.1  Distributed fibre-optic sensor system 
measuring distributed strains at joints

Large amounts of stress often concentrate at joints where damage is likely to occur. To pre-
vent substantial degradation or collapse of the structure, health monitoring of critical joints 
is significantly important. Fibre-optic sensors have been actively investigated and widely 
used in civil structures for SHM purposes, as introduced in Chapter 3. They possess some 
distinct advantages, such as being lightweight and small in size and having electromagnetic 
immunity, and can be used as distributed sensors for damage detection in critical joints with 
high spatial resolution (Murayama et al. 2011). There are a number of factors that influence 
measurement results. Although distributed fibre-optic sensor systems have been successfully 
used in damage detection of adhesive steel joints (Murayama et al. 2012) and welded steel 
joints (Murayama et al. 2013), these studies were conducted on a single joint without con-
sideration of the interaction between the joint and other structural components. Moreover, 
research and application of distributed fibre-optic sensor systems for damage detection in 
reinforced concrete joints in civil engineering are still limited.

On the one hand, distributed fibre-optic sensors can be placed to obtain the strain fields 
at the joint concerned. On the other hand, a detailed multi-scale model of the joint can be 
built and corresponding updates to the model can be carried out on the basis of measure-
ments from the distributed fibre-optic sensor system. The combination of the distributed 
fibre-optic sensor system with the multi-scale modelling method does provide a promising 
method for the performance monitoring of structural joints. Based on such a combination, 
joint damage can be estimated more accurately, even though the entire structural system is 
considered in multi-scale analysis.
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20.1.3.2  Distributed fibre-optic sensor system measuring 
distributed loads over surfaces

The monitoring or identification of external loads applied to a structural system is one of 
the major targets of the SHM system. In many cases, the loads actually applied cannot be 
directly measured, but they can be estimated by using the information obtained from the 
sensors with the aid of some identification methods. Taking a fibre Bragg grating (FBG) 
sensor as an example, it has been shown that the principal strain/stress in the fibre cross 
section due to applied lateral loads induces birefringence effects that can cause the unique 
Bragg condition to break down the spectrum and produce two distinct Bragg wavelengths 
in accordance with the two polarisation modes (Wagreich et al. 1996). Since FBGs are fre-
quently subjected to lateral loads during the service time of a civil structure, such loads can 
be estimated based on the understanding of the spectral response of birefringence in the 
structure (Murukeshan et al. 2000; Guemes and Menendez 2002; Botis et al. 2005; Wada 
et al. 2012). Nevertheless, research and application of distributed fibre-optic sensor systems 
for the distributed loading identification of a smart civil structure are very limited.

20.1.3.3 Distributed sensor networks

A distributed sensor network (DSN) has many autonomous sensor nodes spread out over a 
large area, in which each node is equipped with a processor, mission-specific sensors and 
short-range communications. The sensors can be deployed in various environments and the 
data gathered by sensors must be integrated to synthesise new information. Local interac-
tions between sensor nodes allow them to reach global conclusions from the data provided 
by the sensor nodes. From a system perspective, once deployed, a DSN must organise itself, 
adapt to changes in the environment and nodes and continue to function reliably (Sastry 
and Iyengar 2005). It works in complementary, competitive or collaborative modes, using 
different data fusion and data mining techniques.

Since each DSN node possesses the ability to process and analyse measured information 
via the processor with which it is equipped, it has the potential to identify local damage. 
It is thus appealing to integrate the DSN with the multi-scale model updating and damage 
detection methods. The DSN can be placed at the critical joints or structural components 
of interest. The structural parameters around the DSN can be updated or identified by the 
local processor with the predefined algorithm at the substructure level.

The wireless sensor network is a typical successful DSN, as introduced in Chapter 5. The 
microprocessor in wireless sensors can be used for digital processing, analogue-to-digital 
or frequency-to-code conversions, calculations and interfacing functions, which can facili-
tate self-diagnostic, self-identification and self-adaptation (decision-making) functions. The 
properties of wireless communication and the merits of decentralised processing with each 
sensor node make such a DSN more attractive than the traditional SHM monitoring system.

20.1.4 Development of truly smart wind turbines

According to the description of a smart civil structure, an ideal smart wind turbine may 
be defined as a wind turbine that effectively integrates the SHM system, SVC system, SSR 
system and SEH system together, so that it has the smart functions of self-sensing, self-
adaptation, self-diagnosis, self-repair and self-power to perform energy harvesting work in 
various environments and to preserve the safety and integrity of the structural system of the 
wind turbine.

Vertical axis wind turbines (VAWTs) were introduced in Chapter 17, with emphasis on 
their energy harvesting, pitch angle control and health monitoring. The aim of pitch angle 
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control systems is to improve power efficiency and functionality of VAWTs. This is different 
from SVC systems, which have the goal of suppressing excessive vibration. For large wind 
turbines, structural vibration reduction is another class of scientific problems that has been 
actively investigated recently but has not been addressed in Chapter 17. Moreover, investiga-
tions concerning the self-repair of wind turbines are quite limited as compared with those 
on SHM systems, SVC systems and SEH systems of wind turbines. It is also of interest if the 
embedded FBGs can be used to identify wind loadings acting on the surface of the blades 
and to monitor the fatigue and ultimate strength of laminated composite blades of wind 
turbines.

The structural system of a wind turbine is relatively simple as compared with other large-
scale civil structures, such as tall buildings or long-span bridges. Moreover, wind turbines 
are typically designed for power generation, which means that the function of energy har-
vesting is inherently exhibited in all wind turbines. Although the integration of the afore-
mentioned four systems (SHM, SVC, SSR and SEH) for the establishment of a truly smart 
wind turbine has not yet been completed, smart wind turbines, as defined here, would prob-
ably be the first prototype of a truly smart civil structure.

20.1.5 Life-cycle management of smart civil structures

The framework of SHM-based LCM of conventional civil structures is presented and dis-
cussed in Chapter 19. Since truly smart civil structures are still at the conceptual level, the 
LCM of a truly smart civil structure may be a long way off. However, based on the research 
on LCMs of conventional civil structures and the definition of a truly smart civil structure, 
the profile of the LCM of a truly smart civil structure may be imagined.

Basically, life-cycle cost and structural performance are two basic but conflicting objec-
tives in decision-making concerning LCMs of conventional civil structures. The ultimate 
goal of the LCM is to allocate minimum budgets to achieve the most desirable structural 
performance while considering various kinds of uncertainties and constraints. The LCMs 
of smart civil structures may be conducted with a similar goal in mind, but in a much more 
complicated process. This is mainly because the LCM is to be applied not only to the struc-
ture itself, but also to the four systems (SHM, SVC, SSR and SEH) and associated elements. 
For example, sensors should be optimally placed to consider the following factors: (1) from 
the economic perspective, fewer sensors should be used to achieve a cost-effective budget; 
but (2) from the viewpoint of structural performance, sufficient sensors are required for 
reliable assessment of structural performance and provision of sufficient information for 
structural vibration reduction and repair. Multi-objective optimisation techniques should 
therefore be developed to handle such situations.

20.2 PROSPECTS

Although there are many challenging issues ahead in the development of truly smart civil 
structures, the implementation of SHM and SVC technologies for practical applications is 
being widely considered and accepted by the civil engineering community. Rapid develop-
ment in smart and bio-inspired materials, sensing technology, control technology, robotics 
technology, IT, computation simulation and LCM will eventually overcome the remaining 
challenging issues for the realisation of prototype truly smart civil structures. Mutual respect 
and effectively coordinated collaboration are required among professional engineers, aca-
demic researchers, government agencies, contractors, managers and owners to make smart 
civil structures a reality and a success. This is because all sectors will benefit from smart 
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civil structures that can perfectly perform any intended functions in the surrounding envi-
ronments and confidently preserve the safety and integrity of the structures under extreme 
events, while the LCM and operational cost of civil structures can be reduced.

Another important aspect is the education of the younger generation, who will finally 
make smart civil structures successful. It is most likely that some viewpoints introduced in 
this book will be overruled, and some methodologies improved, by our younger generation 
in the near future. This was the main purpose that compelled the authors to write this book.
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 servovalve-controlled hydraulic 

actuators, 99
 shape memory alloy actuators, 99– 100

Active mass dampers (AMDs), 103, 137
Active self-repairing, 634– 636
Active tendon devices, 103– 104
Actuator placement, and control device 

placement, 296– 302
A/D, see  Analogue-to-digital (A/D) conversion
Adaptive control, 273– 274
Adhesive-filled brittle fibres, 640
AI, see  Artificial intelligent (AI) control
Aliasing error, 129
AMDs, see  Active mass dampers (AMDs)
American Society for Testing and Materials 

(ASTM), 335
American Society of Civil Engineers (ASCE), 15
Analogue-to-digital (A/D) conversion, 128
Anemometers, 61– 63
Artificial intelligent (AI) control, 275– 276
ASCE, see  American Society of Civil Engineers 

(ASCE)
ASTM, see  American Society for Testing and 

Materials (ASTM)
Austenitic phase, 31
Autogenic healing, 53

Backward sequential sensor placement (BSSP), 
218

Base isolation devices, 87– 92

 elastomeric bearings, 88– 89
 friction pendulum bearings, 90– 91
 high-damping rubber bearings (HDRBs), 90
 lead-plug bearings, 89– 90
 types of, 91– 92

Bayesian approach, and damage detection, 
372– 373

Bayonet Neill– Concelman (BNC) connector, 
436

BBN, see  Bolt, Beranek and Newman (BBN) 
vibration criteria

BeiDou Navigation Satellite System, 73
Bending actuator, 102
Berkeley Mote, 144, 146
Bio-inspiration

 self-healing materials, 52– 53
 for sensing systems, 53

Biomimetics/biomimicry, see  Bio-inspiration
Blade pitch angles control

 double disks multiple stream-tube (DMST) 
model, 592– 596

 parking control algorithm, 602– 603
 pitch control system, 603– 607
 power maximisation control algorithm, 598
 rated power control algorithm, 598– 602
 startup control algorithm, 596– 598

BNC, see  Bayonet Neill– Concelman (BNC) 
connector

Bolt, Beranek and Newman (BBN) vibration 
criteria, 425

Bolted joints, 23
BSSP, see  Backward sequential sensor placement 

(BSSP)
CCD, see  Charge-coupled-device (CCD) camera
CFD, see  Computational fluid dynamics (CFD)
Charge-coupled-device (CCD) camera, 74
Chemical sensors, 80– 82
CIB, see  International Council for Research 

and Innovation in Building and 
Construction (CIB)

Civil structures
 description, 3– 6
 design, construction and maintenance, 

13– 15
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 dynamic, 185– 186
 LCM of (see  SHM-based life-cycle 

management)
 loading conditions and environments

 corrosion, 12
 dead loads, 6– 8
 earthquake loads, 9– 10
 highway loads, 10– 11
 impact loads, 11– 12
 live loads, 8
 railway loads, 11
 temperature effects, 12
 wind loads, 8– 9

 materials used in, 12– 13
 multi-scale modelling of, 158– 159

Clipped optimal control law, 278– 279
Closed-form solutions, of SVC

 application of, 398– 406
 for dynamic characteristics, 394– 395
 modal properties, 401– 403
 seismic response, 395– 398, 403– 406
 selection of weighting matrices, 399– 401

Coefficient matrix, 162– 163
Collective placement of control devices and 

sensors
 case study, 318– 328

 determination of configurations, 
319– 322

 and El-Centro ground excitation, 
323– 325

 Kobe ground excitation, 325– 328
 optimal placement

 increment-based approach for, 312– 313
 response reconstruction-based approach 

for, 313– 318
 overview, 309– 311

COMAC (COordinate MAC), 341
Computational fluid dynamics (CFD), 588– 589
Computed tomography, 338
Constitutive modelling

 of piezoelectric materials, 37– 38
 of shape memory effect, 34– 35

Constraint equations
 application of unit force or moment, 162
 construction of coefficient matrix, 162– 163
 linear, 160– 161
 nonlinear

 in global coordinate system, 165– 166
 in local coordinate system, 164– 165
 transformation of coordinate systems, 

164
 substructure and nodal force model, 

161– 162
Continuous wavelet transform (CWT), 346– 347
Control device placement

 equivalent optimal parameters of, 294– 296
 increment algorithms for, 289– 292
 numerical example

 for actuator placement, 296– 302

 for passive damper placement, 302– 303
 overview, 285– 289
 suboptimal control gain and response, 

292– 294
Control devices and control systems

 active control devices, 98– 105
 active brace devices, 104– 105
 active mass dampers (AMDs), 103
 active tendon devices, 103– 104
 magnetostrictive (MS) actuators, 

100– 101
 piezoelectric (PZT) actuator, 102
 pneumatic actuators, 99
 pulse generation devices, 105
 servovalve-controlled hydraulic actuators, 

99
 shape memory alloy actuators, 99– 100

 base isolation devices, 87– 92
 elastomeric bearings, 88– 89
 friction pendulum bearings, 90– 91
 high-damping rubber bearings (HDRBs), 

90
 lead-plug bearings, 89– 90
 types of, 91– 92

 configuration of, 113
 hybrid, 110– 113

 hybrid base isolation devices, 111– 112
 hybrid bracing control devices, 112– 113
 hybrid mass dampers (HMDs), 110– 111

 overview, 82
 passive energy dissipation devices, 92– 98

 friction dampers, 93– 94
 metallic dampers, 92– 93
 tuned liquid column dampers (TLCDs), 

98
 tuned mass dampers (TMDs), 97– 98
 viscous fluid (VF) dampers, 95– 96

 semi-active control devices, 105– 110
 electrorheological (ER) dampers, 

108– 109
 magnetorheological (MR) dampers, 

109– 110
 semi-active friction dampers, 105– 106
 semi-active hydraulic dampers, 106– 107
 semi-active stiffness control devices, 108
 semi-active tuned liquid dampers, 

107– 108
Control force generation systems, 135
Controllability, and observability, 256– 259
Coordinate systems

 global, 165– 166
 local, 164– 165
 transformation of, 164

Corrosion, 12
 sensors, 80– 82

Criticality analysis, and LCM, 689– 690
Criticality factors, and LCM, 686– 687
Cut-off speed, 536
Cut-out wind speed, 602
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CWT, see  Continuous wavelet transform 
(CWT)

D/A, see  Digital-to-analogue (D/A) converter
Damage location identification, 648
Damage prognosis (DP), 143

 and remaining life, 661– 662
Damage spike, 347
Data acquisition and transmission system 

(DATS)
 configuration of, 126– 127
 hardware of DAUs, 127– 128
 network and communication, 128– 129
 operation of, 129

Data acquisition control, 130
Data acquisition units (DAUs), 123

 hardware of, 127– 128
Data collision, 542
Data fusion, 134– 135
Data management systems, 141– 142

 components and functions of, 141– 142
 maintenance of, 142

Data mining, 131– 132
Data processing systems (DPS)

 data acquisition control, 130
 data fusion, 134– 135
 data mining, 131– 132
 frequency domain analysis, 132– 133
 signal post-processing and analysis, 131– 135
 signal preprocessing, 130
 time– frequency domain analysis, 133– 134

DAUs, see  Data acquisition units (DAUs)
Dead loads, 6– 8
Decision fusion, 134
Degrees of freedom (DOFs), 22, 185, 341, 492, 

612
Design of experiment (DOE), 203
Digital-to-analogue (D/A) converter, 135
Discrete optical fibre sensors, 51
Discrete wavelet transform (DWT), 346
Displacement sensors

 charge-coupled-device (CCD) camera, 74
 global navigation satellite system (GNSS), 

73– 74
 level sensing station, 72
 linear variable differential transformer 

(LVDT), 70– 72
 tilt-beams, 72– 73

Distributed fibre-optic sensor system, 697– 698
Distributed optical fibre sensors, 51
Distributed sensor network (DSN), 698
DMST, see  Double disks multiple stream-tube 

(DMST) model
DOE, see  Design of experiment (DOE)
DOFs, see  Degrees of freedom (DOFs)
Double disks multiple stream-tube (DMST) 

model, 592– 596
Double-layer passive isolation platform, 429
DP, see  Damage prognosis (DP)
DPS, see  Data processing systems (DPS)

DSN, see  Distributed sensor network (DSN)
DSPACE, 415, 438
Dual-type sensor placement, 229– 230

 experimental validation of, 228– 231
 dual-type sensor placement, 229– 230
 overhanging beam and FE model, 

228– 229
 reconstructed responses, 230– 231

 numerical example, 225– 228
 strain– displacement relationship, 220– 221
 theoretical formulations, 222– 225

Duff gauge sensor, 80
DWT, see  Discrete wavelet transform (DWT)
Dynamic characteristics-based damage 

detection
 challenges in, 345– 346
 comparison studies, 344– 345
 flexibility changes, 344
 FRF changes, 342– 343
 modal strain energy changes, 343– 344
 mode shape changes, 341– 342
 mode shape curvature changes, 343
 natural frequency changes, 340– 341

Dynamic civil structures, 185– 186
Dynamic response-based damage detection

 experimental investigation using EMD, 
347– 354

 statistical moment-based, 354– 360
 using WT and HHT, 346– 347

Earthquake Engineering Research Center 
(EERC), 92

Earthquake loads, 9– 10
Eddy current method, 338
EERC, see  Earthquake Engineering Research 

Center (EERC)
Effective independence (EfI), 218
EfI, see  Effective independence (EfI)
EH, see  Energy harvesting (EH)
Eigensystem realisation algorithm (ERA), 190
EKF, see  Extended Kalman filter (EKF)
Elastomeric bearings, 88– 89
El-Centro ground excitation, 323– 325
Electric dipole, 40
Electromagnetic dampers

 analysis of structure-EMDEH systems, 
565– 569

 application to stay cables, 569– 576
 circuits, 555– 556
 damping characteristics, 562– 563
 design and fabrication, 558– 559
 efficiency of, 557– 558

 input resistance of circuit, 560– 562
 energy harvesting performance, 575– 576
 experimental setup, 559– 560, 570– 572
 integrated MDOF systems, 568– 569
 integrated SDOF systems, 565– 567
 power flow in, 556– 557

 integrated systems, 563– 565
 vibration control performance, 572– 575
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 for vibration damping, 554– 555
Electromagnetic (EM) energy, 22
Electromagnetic TMD (EMTMD), 553
Electromechanical impedance (EMI), 39
Electromotive force (EMF), 554
Electrorheological and magnetorheological 

fluids, 43– 49
 applications in smart civil structures, 48– 49
 basic characteristics of, 44– 45
 constitutive modelling of, 45– 47

Electrorheological (ER) dampers, 108– 109
EM, see  Electromagnetic (EM) energy
EMA, see  Experimental modal analysis (EMA)
EMD, see  Empirical mode decomposition 

(EMD)
EMF, see  Electromotive force (EMF)
EMI, see  Electromechanical impedance (EMI)
Empirical mode decomposition (EMD), 134, 

191, 346– 354
EMTMD, see  Electromagnetic TMD 

(EMTMD)
Energy harvesting (EH)

 concept of, 535– 536
 electromagnetic dampers

 analysis of structure-EMDEH systems, 
565– 569

 application to stay cables, 569– 576
 circuits, 555– 556
 damping characteristics, 562– 563
 design and fabrication, 558– 559
 efficiency and input resistance of circuit, 

560– 562
 efficiency of, 557– 558
 energy harvesting performance, 575– 576
 experimental setup, 559– 560, 570– 572
 integrated MDOF systems, 568– 569
 integrated SDOF systems, 565– 567
 power flow in, 556– 557
 power flow in integrated systems, 

563– 565
 vibration control performance, 572– 575
 for vibration damping, 554– 555

 integrated vibration control and
 overview, 552– 553

 overview, 535
 power requirement and management, 

542– 543
 and power supply, 146– 148
 radio frequency, 539– 540
 sensors and SHM sensory systems, 541– 545

 enhanced rotational energy harvester 
(EREH), 545– 548

 parametric frequency-increased generator 
(PFIG), 545, 548– 550

 strain energy sensor (SES), 550– 552
 solar, 537– 538
 thermal, 540– 541
 vibrations, 538– 539
 wind, 536– 537

Engineered self-healing materials, 632– 633
Epoxy-cement composites, 636– 637
Equation of motion, 239– 240

 and SVC, 431– 433
 and synthesis, of SHM and SVC, 453

ER, see  Electrorheological (ER) dampers
ERA, see  Eigensystem realisation algorithm 

(ERA)
Evolutionary multi-scale modelling, 696
Excitation power, 568
Experimental modal analysis (EMA), 360
Extended Kalman filter (EKF), 491
Fast Fourier transform (FFT), 191
Fatigue analysis, 612– 618
Fatigue damage prognosis, 682– 683
Fatigue reliability, 683– 685
FBG, see  Fibre Bragg grating (FBG)
FE, see  Finite element (FE) model
Feedback-feedforward control, 123
Fibre Bragg grating (FBG), 51, 77
Fibreglass reinforced plastic (FRP), 612
Fibre-optic sensors, 76– 78
Fibre-reinforced polymer (FRP), 13
Field measurements, of VAWTs, 590– 591
FIM, see  Fisher information matrix (FIM)
Finite element (FE) model, 155

 frame structure, 169– 170
 and LCM, 663– 667
 linear beam-to-plate coupling, 166– 169
 nonlinear analysis of beam– shell coupling, 

170– 172
 overhanging beam and, 228– 229
 overview, 155– 157
 response sensitivity-based, 362– 365
 of Tsing Ma Bridge model, 237– 238

Fisher information matrix (FIM), 218
FLC, see  Fuzzy logic control (FLC)
Flexibility, and damage detection, 344
Flexible-to-flexible contact problem, 175
Flexitensional piezoelectric actuator (FPA), 436
Foil strain gauges, 69
The Foothill Communities Law and Justice 

Centre, 389
Force identification, 192
Forward sequential sensor placement (FSSP), 

218
FPA, see  Flexitensional piezoelectric actuator 

(FPA)
Frame structure, 169– 170
Frequency domain analysis, 132– 133
Frequency response function (FRF)

 and damage detection, 342– 343
 modal analysis and, 186– 188
 synthesis, of SHM and SVC

 with full excitation, 453– 456
 with single excitation, 456– 459
 structural damage detection, 465

Frequency-time domain, 190– 192
FRF, see  Frequency response function (FRF)
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Friction dampers, 93– 94
Friction pendulum bearings, 90– 91
FRP, see  Fibreglass reinforced plastic (FRP); 

Fibre-reinforced polymer (FRP)
FSSP, see  Forward sequential sensor placement 

(FSSP)
Full-state feedback, 140
Fuzzy logic control (FLC), 275
GAC, see  Genetic algorithm control (GAC)
Galileo system of European Union, 73
GAs, see  Genetic algorithms (GAs)
Gaussian distribution, 354
Gauss– Newton method, 198
Genetic algorithm control (GAC), 275
Genetic algorithms (GAs), 198– 199, 218, 275
GFRP, see  Glass fibre-reinforced plastic (GFRP)
Glass fibre-reinforced plastic (GFRP), 591
Global coordinate system, 165– 166
Global-feedback control strategy

 semi-active control by PFDs, 410– 411
 synthesis, of SHM and SVC, 463– 465

Global navigation satellite system (GNSS), 
73– 74

Global rational fraction polynomial method, 
189

Global residuals, 200
GLONASS, 73
GNSS, see  Global navigation satellite system 

(GNSS)
GPS-OSIS, 669
H2  and H∞   control, 269– 273

 H2  control algorithm, 271– 272
 H∞   control algorithm, 272– 273
 and transfer functions, 270– 271

Hachinohe earthquake, 319
HAWT, see  Horizontalaxis wind turbine 

(HAWT)
HDRBs, see  High-damping rubber bearings 

(HDRBs)
Health assessment, and structural damage 

detection, 660
HHS, see  Hilbert– Huang spectrum (HHS)
HHT, see  Hilbert– Huang transform (HHT)
High-damping rubber bearings (HDRBs), 88
High-order modes, 50
Highway loading, 10– 11

 and LCM, 669– 673
Hilbert– Huang spectrum (HHS), 191
Hilbert– Huang transform (HHT), 133– 134, 

190, 346– 347
Hilbert spectral analysis (HSA), 346
HMDs, see  Hybrid mass dampers (HMDs)
Horizontalaxis wind turbine (HAWT), 536
HSA, see  Hilbert spectral analysis (HSA)
Hybrid base isolation devices, 111– 112
Hybrid bracing control devices, 112– 113
Hybrid control devices, 110– 113

 hybrid base isolation devices, 111– 112
 hybrid bracing control devices, 112– 113

 hybrid mass dampers (HMDs), 110– 111
Hybrid mass dampers (HMDs), 110– 111
Hydration, 13
IDPCS, see  Integrated data processing and 

controller systems (IDPCS)
IEEE, see  Institute of Electrical and Electronics 

Engineers (IEEE)
IMF, see  Intrinsic mode functions (IMF)
IMFs, see  Intrinsic mode functions (IMFs)
Impact-echo/impulse-response methods, 

336– 337
Impact loads, 11– 12
Impedance-based SHM system, 642– 643
Impedance testing method, 337
Impulse response functions (IRFs), 189
Impulse-response method, 337
Inclinometers, see  Tilt-beams
Increment algorithms, for control device 

placement, 289– 292
Increment-based approach, for optimal 

placement, 312– 313
Independent modal space control, 264– 266
Information-passing multiscale method, 173
Infrared thermographic method, 339
Input-output methods, 189
Inspection

 and LCM, 690– 692
 maintenance and repair, 660– 661

Institute of Electrical and Electronics Engineers 
(IEEE), 37

Integrated data processing and controller 
systems (IDPCS), 140– 141

Integrated impedance-based SHM and SR 
system, 643

Integrated MDOF systems, 568– 569
Integrated SDOF systems, 565– 567
Intelligent control systems, 275
Intel Mote, 144, 146
International Council for Research and 

Innovation in Building and 
Construction (CIB), 88

Intrinsic mode functions (IMFs), 134, 191, 347
IRFs, see  Impulse response functions (IRFs)
Jindo Bridge, 22, 144, 145
Joule effect, 40
Kalman filter, 231, 232, 316, 322
Knowledge discovery, 131
Kriging meta-model, 202– 203

 and QPRS method, 210– 211
KYOWA ASQ-1BL accelerometers, 438
Latin hypercube design, 203
LCM, see  Life-cycle management (LCM); SHM-

based life-cycle management
Lead-plug bearings, 89– 90
Level sensing station, 72
Levenberg– Marquardt algorithm, 198
Life-cycle management (LCM), 17
Light propagation, in optical fibres, 50– 51
Linear beam-to-plate coupling, 166– 169
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Linear constraint equations, 160– 161
Linear optimal control, 261– 264
Linear piezoelectric actuator (LPA), 438
Linear quadratic Gaussian (LQG) control, 

263– 264
Linear quadratic regulator (LQR) control, 

262– 263
Linear time-invariant (LTI) system, 255
Linear variable differential transformer (LVDT), 

70– 72, 605
Linear variable displacement transducer 

(LVDT), 415
Live loads, 8
Load cells

 description, 65– 66
 weigh-in-motion (WIM), 67– 68

Load identification, 647– 648
Loading conditions and environments

 corrosion, 12
 dead loads, 6– 8
 earthquake loads, 9– 10
 highway loads, 10– 11
 impact loads, 11– 12
 live loads, 8
 railway loads, 11
 temperature effects, 12
 wind loads, 8– 9

Local coordinate system, 164– 165
Local-feedback control strategy

 semi-active control by PFDs, 411– 412
 synthesis, of SHM and SVC, 461– 463

Long-span suspension bridge rating system, 
685– 686

Loose bolted joints, 643
Low strain integrity testing, 337
LPA, see  Linear piezoelectric actuator (LPA)
LQG, see  Linear quadratic Gaussian (LQG) 

control
LQR, see  Linear quadratic regulator (LQR) 

control
LTI, see  Linear time-invariant (LTI) system
Lumped mass, 156
LVDT, see  Linear variable differential 

transformer (LVDT); Linear variable 
displacement transducer (LVDT)

Lyapunov direct method, 268– 269
MAC, see  Modal assurance criterion (MAC)
Machine constant, 554
Magnetic induction dampers, 22
Magnetorheological (MR) dampers, 109– 110, 

389
 and semi-active control

 experimental arrangement, 420– 421
 multilevel logic control algorithm, 

421– 423
 and seismic control, 423– 425

Magnetostrictive (MS) actuators, 100– 101
Martensitic phase, 31
MATLAB/Simulink program, 438

Matteuci effect, 41
MDOF, see  Multi-degrees of freedom (MDOF)
Mean square error (MSE), 203
Measurement noises, 393
MEMS, see  Micro-electrical mechanical 

systems (MEMS)
Metallic dampers, 92– 93
Micro-electrical mechanical systems (MEMS), 

54
Microvibration control, and SVC, 440– 444
MIMO, see  Multiple-input-multiple-output 

(MIMO)
Mixed-dimensional finite element coupling, 

158– 159
 and frame structure, 169– 170
 linear beam-to-plate coupling, 166– 169
 nonlinear analysis of beam-shell coupling, 

170– 172
Mobility, 337
Modal analysis, and FRF, 186– 188
Modal assurance criterion (MAC), 193, 341
Modal identification

 in frequency domain/time domain, 189– 190
 in frequency-time domain, 190– 192

Modal properties, and SVC, 401– 403
Modal strain energy, and damage detection, 

343– 344
Modal tests, and model updating, 239
Model updating

 and LCM, 667– 668
 and modal tests, 239
 multi-objective optimisation for, 205– 207
 and multi-scale modelling, 659
 objective functions and constraints, 

194– 195
 optimisation algorithm, 197– 199
 overview, 192– 193
 parameters, 196– 197
 results and discussions, 207– 209
 and synthesis, of SHM and SVC, 453– 459

Mode shape
 curvature, and damage detection, 343
 and damage detection, 341– 342

Moment-resisting frame (MRF), 628
Monte Carlo simulation, 373– 374
Movable loads, 8
Moving loads, 8
MPC, see  Multi-point constraint (MPC) method
MR, see  Magnetorheological (MR) dampers
MRF, see  Moment-resisting frame (MRF)
MS, see  Magnetostrictive (MS) actuators
MSE, see  Mean square error (MSE)
MTLCDs, see  Multiple tuned liquid column 

dampers (MTLCDs)
Multi-degrees of freedom (MDOF), 312, 354, 

450, 563
 integrated systems, 568– 569

Multi-level logic control algorithm, 421– 423
Multi-mode-fibre, 50
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Multi-objective hybrid control, and SVC, 
425– 444

 and active actuator, 430– 431
 active control algorithm, 433– 434
 and equation of motion, 431– 433
 experimental arrangement, 435– 438
 experimental investigation of, 434– 444
 instrumentation, 438– 439
 microvibration control, 440– 444
 overview, 425– 428
 seismic response control, 440
 single-layer and double-layer passive 

isolation platform, 429
 system identification, 439– 440

Multi-objective optimisation, 200– 202
 Kriging meta-model for, 202– 203
 for model updating, 205– 207

Multiple-input-multiple-output 
(MIMO), 189

Multiple tuned liquid column dampers 
(MTLCDs), 98

Multi-point constraint (MPC) method, 158
Multi-scale damage detection, 696– 697

 experimental studies, 365– 369
 RBF network for response reconstruction, 

360– 362
 response sensitivity-based FE model, 

362– 365
Multi-scale modelling

 of large civil structures, 158– 159
 and model updating, 659
 of smart civil structures, 695– 696
 of transmission tower, 174– 175

 overview, 172– 173
 physical model of, 173– 174
 validation of, 175– 181

Multi-scale model updating
 implementation procedure of, 203– 205
 multi-objective optimisation, 200– 202

 Kriging meta-model for, 202– 203
 for model updating, 205– 207

 objective functions and parameters for, 
199– 200

 and transmission tower, 203– 205
 Kriging vs.  QPSR method, 210– 211
 model updating results and discussions, 

207– 209
Multi-scale response reconstruction

 equation of motion, 239– 240
 implementation procedure, 241– 242
 mode selection, 240– 241

Multi-type sensor placement method
 and multi-scale response reconstruction

 equation of motion, 239– 240
 implementation procedure, 241– 242
 mode selection, 240– 241

 state-space equation, 232
 suspension bridge model

 experimental validation, 246– 248

 FE model of Tsing Ma Bridge model, 
237– 238

 modal tests and model updating, 239
 numerical analysis and results, 242– 246
 physical bridge model, 236– 237

 theoretical formulations, 232– 236
Nanoparticles, 54
National Center for Atmospheric Research 

(NCAR), 64
Natural frequency, and damage detection, 

340– 341
Natural self-healing materials, 632
Naval Ordnance Laboratory (NOL), 40
NDT, see  Non-destructive testing (NDT)
Network, and communication, 128– 129
Neural network control (NNC), 275
Neuro-fuzzy control (NFC), 276
NFC, see  Neuro-fuzzy control (NFC)
NFP, see  Number of frequency points (NFP)
NNC, see  Neural network control (NNC)
NOL, see  Naval Ordnance Laboratory (NOL)
Non-contact sensors, 78– 80
Nondestructive evaluation (NDE), see  Non-

destructive testing (NDT)
Nondestructive inspection (NDI), see  Non-

destructive testing (NDT)
Non-destructive testing (NDT), 333, 335– 339

 acoustic emission method, 337– 338
 Eddy current method, 338
 impact-echo/impulse-response methods, 

336– 337
 infrared thermographic method, 339
 radiographic method, 338
 ultrasonic pulse velocity method, 336

Non-inferiority, 201
Nonlinear analysis, of beam-shell coupling, 

170– 172
Nonlinear constraint equations

 in global coordinate system, 165– 166
 in local coordinate system, 164– 165
 transformation of coordinate systems, 164

Nonlinear mix-dimensional finite element 
coupling, 695– 696

Null position, 70
Number of frequency points (NFP), 471
Observability, and controllability, 256– 259
ODGV, see  Omni-direction-guide-vane 

(ODGV)
Omni-direction-guide-vane (ODGV), 589
Optical fibres

 basic characteristics of, 49– 50
 light propagation in, 50– 51
 sensors and applications in smart civil 

structures, 51– 52
Optimal bang-bang control law, 277– 278
Optimal control algorithms, 140
Optimisation algorithm, 197– 199
OREH, see  Original rotational energy harvester 

(OREH)
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Original rotational energy harvester (OREH), 
547

Output feedback, pole assignment by, 261
Output only methods, 189
Overhanging beam, and FE model, 228– 229
Parametric frequency-increased generator 

(PFIG), 545, 548– 550
Parking control algorithm, 602– 603
Partially smart structures, 19
Particle swarm optimisation (PSO), 218
Passive controller system, 135
Passive damper placement, 302– 303
Passive energy dissipation devices, 92– 98

 friction dampers, 93– 94
 metallic dampers, 92– 93
 tuned liquid column dampers (TLCDs), 98
 tuned mass dampers (TMDs), 97– 98
 viscous fluid (VF) dampers, 95– 96

Passive friction dampers (PFDs), 406
Passive self-repairing, 633– 634
PDFs, see  Probability density functions (PDFs)
Perturbation approach, 370– 372
PFDs, see  Passive friction dampers (PFDs)
Physical bridge model, 236– 237
Piezo-driven variable friction damper (PVFD), 

414– 416
Piezoelectric (PZT) actuator, 102
Piezoelectric materials, 36– 40

 applications in smart civil structures, 39– 40
 basic characteristics of, 36– 37
 constitutive modelling of, 37– 38

PIMS, see  Portable inspection and maintenance 
system (PIMS)

Pitch control system, 603– 607
Pneumatic actuators, 99
Pole assignment, 259– 261

 by output feedback, 261
 by state feedback, 260– 261

Poling, 36
Portable inspection and maintenance system 

(PIMS), 123
Post-tensioned energy dissipating (PTED), 629
Power maximisation control algorithm, 598
Power supply, and energy harvesting, 146– 148
Pressure transducers, 63
Probability density functions (PDFs), 354
Processors and processing systems

 configuration of integrated SHM and SVC, 
125– 126

 configuration of SHM, 121– 123
 configuration of SVC, 123– 125
 controller systems for SVC, 135– 140
 data acquisition and transmission system 

(DATS)
 configuration of, 126– 127
 hardware of DAUs, 127– 128
 network and communication, 128– 129
 operation of, 129

 data management systems, 141– 142

 components and functions of, 141– 142
 maintenance of, 142

 data processing systems for SHM
 data acquisition control, 130
 data fusion, 134– 135
 data mining, 131– 132
 frequency domain analysis, 132– 133
 signal post-processing and analysis, 

131– 135
 signal preprocessing, 130
 time– frequency domain analysis, 

133– 134
 integrated data processing and controller 

systems (IDPCS), 140– 141
 overview, 121
 power supply and energy harvesting, 

146– 148
 and structural health evaluation system 

(SHES), 142– 143
 wireless sensors and sensory systems

 architectures and features of, 144– 146
 challenges in, 146
 overview, 144

PSO, see  Particle swarm optimisation (PSO)
PT-based structural self-centring systems, 

628– 630
PTED, see  Post-tensioned energy dissipating 

(PTED)
Pulse generation devices, 105
Pulse velocity method, 336
PVFD, see  Piezo-driven variable friction damper 

(PVFD)
PZT, see  Piezoelectric (PZT) actuator
QPRS method, and Kriging meta-model, 

210– 211
Radio-frequency (RF) energy, 147
Radiographic method, 338
Railway loading, 11

 and LCM, 673– 674
Random decrement technique (RDT), 191
Rated power control algorithm, 598– 602
Rated wind speed, 598
Rayleigh damping, 156, 187, 318, 342, 368, 

378, 453– 454, 466, 475, 501, 504, 
509, 513, 524, 525, 612

RBF network, for response reconstruction, 
360– 362

RDT, see  Random decrement technique (RDT)
Real-time interface (RTI), 415
Real-time kinematic (RTK), 73
Reciprocity, 188
Reconstructed responses, 230– 231
Relative percentage error (RPE), 230
Response reconstruction-based approach, for 

optimal placement, 313– 318
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